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Abstract- Today, better numerical approximations are 

required for multi- dimensional SDEs to improve on the poor 

performance of the standard Monte Carlo integration. Usually 

in finance, it is the weak convergence property of numerical 

discretizations, which is most important, because with financial 

applications, one is mostly concerned with the accurate 

estimation of expected payoffs. However, recent studies for 

hedging, portfolio optimization, and the valuation of exotic 

options show that the strong convergence property plays a 

crucial role.  

 When one prices an exotic option or wants to approximate a 

portfolio, the SDEs used are not important. What really 

matters is that the SDEs approximate correctly the real 

distribution of the process. Using this principle, this research 

suggests that, instead of considering a given no-commutative 

multi-dimensional SDE that represents our process, we 

consider another SDE that has the same distribution but with a 

different strong convergence order. Manipulating the new 

SDE, which has an extra process      it becomes commutative 

and we avoid the simulation of the Lévy Area (extremely 

expensive with respect to the computational time). The new 

SDE obtains solutions that in a weak sense, which is in a 

distributional sense, coincide with those of the original SDE. If 

certain conditions are satisfied,    scheme gives a first order 

strong convergence without the simulation of the Lévy Area. 

Conversely, for the original nocommutative SDE, the Milstein 

scheme, neglecting the Lévy Area, has 0.5 order strong 

convergence. If the conditions are not satisfied, this study 

confirms experimentally that    scheme has a better strong 

approximation than using the standard Milstein scheme in the 

original SDEs (both schemes neglecting the simulation of the 

Lévy Area). 

AMS subject classifications: 60G20, 65CXX, 65C20, 37H10, 
41A25. 

 Keywords- Discrete time approximation, stochastic 
schemes, stochastic volatility models, Milstein Scheme, 

Lévy Area,  scheme, Orthogonal Milstein Scheme, 

orthogonal transformation, strong convergence. 

 
I. INTRODUCTION 

 

trong convergence properties of discretization of 

stochastic differential equations (SDEs) are very 

important in finance. Usually, it is the weak convergence 

property of numerical discretization, which is most 

important, because with financial applications, one is mostly 

concerned with the accurate estimation of expected payoffs. 
However, in recent studies for hedging, portfolio 

optimization, and the valuation of exotic options, the strong 

convergence property plays a crucial role. One example is 

the Multilevel Monte Carlo path simulation method (MSL-

MC [13],[14]). Using strong convergence properties, the 

MSL-MC reduces substantially the computational cost for 

pricing exotic options using stochastic volatility models. For 

some exotic options, this research shows that the MSLMC is 

55 times more efficient than the standard Monte Carlo 

method using the Euler discretization. It reduces 90% of the 

computation time. As the MSLMC method, other research 

in the literature has shown that strong convergence 

properties are very useful for hedging and in portfolio 
optimization 

For time discrete approximations, the Euler-Maruyama 

scheme has 0.5 order strong convergence for all multi-

dimensional SDEs. The next Taylor approximation, the 

Milstein scheme, gives first order strong convergence for all 

1−Dimensional systems (using one Wiener process). 

However, for two or more Wiener processes, such as 

stochastic volatility models and correlated multidimensional 

SDEs, there is no exact solution for the iterated integrals of 

second order (Lévy Area), and the Milstein scheme, 

neglecting the Lévy Area, usually gives the same strong 

order of convergence as the Euler-Maruyama scheme. The 
numerical difficulty with the Milstein scheme is how to 

simulate efficiently the Lévy Area. It is extremely expensive 

with respect to the computational time. 

On the other hand, in some problems, the diffusion 

coefficients have special properties, which allow the 

Milstein scheme to be simplified in a way that avoids the 

use of Lévy Areas. As is well known, if the SDE is 

commutative (44), the Lévy Areas need not be computed. 

Unfortunately, for many important practical financial 

problems (e.g. stochastic volatility models), the diffusion 

coefficients do not satisfy these conditions. The presented 

study confirms experimentally the fact that the inclusion of 
the Lévy Area in a strong scheme cannot be avoided if one 

wants to achieve one strong order. Only strong order 0.5 

already achieved by the Euler scheme, results if one omits 

the Lévy Area terms in the Milstein scheme. In addition, the 

difference in the the leading error between Euler and 

Milstein schemes are rather small. 

The purpose of the paper is to show that if certain conditions 

are satisfied, one can avoid the calculation of the Lévy Area 

and obtain first convergence order by applying an 

S 
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orthogonal transformation when the multi-dimensional SDE 

do not satisfy commutativity conditions (44). We introduce 

a new scheme or discrete time approximation based on an 

idea of Paul Malliavin where, for certain conditions, a better 

convergence order is obtained than the standard Milstein 

scheme without the expensive simulation of the Lévy Area. 

We demonstrate when the conditions of the 2−Dimensional 

problem permit this and give an exact solution for the 

orthogonal transformation 
The convergence analysis in this paper requires the SDE to 

satisfy global Lipschitz conditions in the drift and diffusion 

coefficients. This is a standard requirement for this type of 

analysis. However, most of the SDE models that are 

mentioned and used in the computational experiments do 

not satisfy such global Lipschitz conditions. Problems arise 

at the origin and/or at infinity. The results in this paper give 

numerical evidence that the conclusions regarding strong 

order remain true in circumstances where no theory 

currently exists. However, this is not within the scope of this 

research. 
To simplify the understanding of the orthogonal 

transformation and theta scheme, the first sections consider 

only the 2−Dimensional case. In section 2 we give the 

introduction to   scheme and how one can obtain it. In 

section 3, we include four examples using      scheme    

applied to stochastic volatility models that are important in 

financial applications. In section 4, we present the definition 

of      scheme for the 2−Dimensional general case. In section 

5, we present the definition of   scheme for the multi-

dimensional general case. Finally, we present the 

conclusions, future work, references, and an appendix. 

 

II. ORTHOGONAL TRANSFORMATION 2D 

 
To simplify the understanding of the orthogonal 

transformation, we begin with the 2−Dimensional stochastic 

case: 

 

 

 
where               are two Wiener processes and the coefficient  

functions                and         are assumed to satisfy the linear 

growth and global Lipschitz conditions ([4], pp. 548) for 

existence and uniqueness of a strong solution to the SDE 

(1). Alternatively, (1) can be represented in vector form as: 
 
 

 

This is, in fact, only a symbolic representation for the 

stochastic integral equation 

 

 
 

The first integral is a deterministic Riemann integral and the 

second is a stochastic integral. Using the standard definition 

of constant correlation, one can represent the system (1) in 

vector form with independent noise as: 

 

 

 

 
The 1.0 strong order Milstein scheme for (2) with time step 

       is (Appendix (45)): 

 

 

 

 

 

 
 

where subscript                 denote partial derivatives, 

is the Lévy Area defined by: 

 

                  

 
 

and             is the Lie bracket defined by       is the Jacobian 

matrix of             

 

 
 

 As is well-known, the Lévy Areas need not be computed if 

the SDE is commutative (44). To have this commutativity 

condition, we need that (1) satisfies: 

 

 
 
If the conditions (6) are satisfied, the coefficients of the 

Lévy Area (5) are equal to zero and we do not need to 

simulate (4). Unfortunately, only special cases satisfy the 

conditions. If we want to use stochastic volatility models, 

the SDE (1) will never be commutative. 

The numerical difficulty with the Milstein scheme is how to 

simulate efficiently the  Lévy Area                 

computationally very expensive). The technique of Gaines 

and Lyons [3] can be used to sample the distribution for the  

Lévy Area conditional on                                             

However there is no generalization of this to higher 
dimensions apart from the approximation of [16], which has 

a significant computational cost (hours for a good 

approximation or small error). 

On the other hand, if one makes an orthogonal 

transformation of the uncorrelated process (2), one does not 

change the distribution (see Theorem 2 (56)) and gets: 

 

 

 
 

where: 
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and the angle      is a function of              If one computes the 

coefficients of the Lévy Area (Lie bracket) for the new 

orthogonal process using independent Brownian paths   

 

 

 

 
To avoid having to simulate the Lévy Area                    to  

make (7) commutative, one needs the Lie brackets to be 

identically zero, e.g. impose the following conditions: 

 

 

 

 

Simplifying one gets: 

 

 

 
 

 

 

 

If one wants to find a solution for             one must first 

determine when the system is consistent, or integrable. This 

requires that: 

 

 

 

and the solution for     is: 

 
 

 

However, if one applies             lemma, one also obtains the 

following SDE for     

 

 

 

 

 

If one chooses to define       in this way, our system becomes 

a 3−Dimensional       process with two Wiener process 

inputs  

 
 

 

 

If one computes again the Lie brackets with independent 

noise, one obtains (see Appendix (55)): 

 

 

 

 

 

Note that when condition (10) is satisfied, this Lie bracket 
(14) is identically zero. Because the value of Lie brackets 

(14) does not depend on the drift for     it is convenient to set 

it to zero: 

 

 

In the remainder of the paper, we shall investigate when 

particular applications satisfy condition (10), in which case 

one can discretise either (7) or (13) and when they do not, 

and in which case one can only discretise (13) or the original 

untransformed SDE (1). Our objective is to try to achieve 

higher order strong convergence without the simulation of 

the Lévy Areas. 
When the Lie bracket is not equal to zero, the important 

question to be considered is how precisely does     need to 

be calculated to obtain first strong order convergence in 

                 For example, does neglecting the Lie bracket 

affect the accuracy of        but not in  

One approach of      scheme results is given by Ana-Bela 

Cruzeiro, Paul Malliavin and T. Thalmaier in [2]. Because 

                   have the same distribution (see  Theorem 2 

(56)), they ignore the calculation of         For example, the 

1.0 strong order Milstein scheme for (7) with time step       .   

using (9) is (see Appendix (51)): 
 

 

 

                                                                            

 

 where        is equal to: 

 

 

 

 

 

 
 

 

 

 

 and 

  

 

 

Replacing   in (15) one obtains the Malliavin 
scheme published in [2] and in book [11]. Note that the 

advantage of this scheme is that one does not need to 

simulate the Lévy Area or be concerned about the value 

of   every time step. For weak solutions, the Malliavin 

scheme is a good approach. However, for strong solutions, it 

has the same or worse strong convergence constant than 

both the scheme that includes the simulation of      and the 

Milstein scheme that does not include the orthogonal 

transformation (3). For illustration, see the examples in the 

next section with simulation plots (Figures 1 to 4). 
 

 

III. ORTHOGONAL STOCHASTIC VOLATILITY MODELS 

 

In this section, we consider four mean reverting stochastic 

volatility models (SVM). The aim with a stochastic 

volatility model is to incorporate the empirical observation 

that volatility appears not to be constant and indeed varies, 

at least in part, randomly. The idea is to make the volatility 
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itself a stochastic process. The candidate models have 

generally been motivated by intuition, convenience and a 

desire for tractability. In particular, the SVMs presented in 

this section have all appeared in the literature and have the 

following generic form: 

 

 
 

 

 

If one applies an orthogonal transformation, (16) changes to: 

 

 

 

 

where       are the orthogonal correlated Wiener processes 

defined in (8). If one would like to obtain an exact solution 

of                  the integrability condition (10) becomes: 

   
 

 

 

so then, for                            one can conclude that 

is integrable if, and only if,                        in which case the 

solution is: 

   

 

 

Using the     scheme (13), the 3−Dimensional        process 

for (17) is: 

 
 

 

where:  

 

 

 

If one computes the Lie brackets: 

 

 

 

 

 
 

 

 

 

 

 

.       
Even without the condition (18) being satisfied, one can 

perhaps improve the convergence using the      scheme of 

 without the simulation of the Lévy Areas. However, this 

depends on the parameters of our system. In other words, 
the accuracy is dependent on the value of the Lie bracket of 

the scheme (21). It give us the bias in the calculation of the 

value of       and hence in                     Note    that    when 

condition (18) is satisfied, this Lie bracket (21) is identically 

zero. 

A. The Quadratic Volatility Model 

 

The first case we consider is the Quadratic Volatility Model: 

 

 
 

 

The Quadratic Volatility Model is a typical explosive model 

in financial applications where high or extreme volatility 

shocks persist through time. In this model, the volatility 

process itself is an           process with a mean reversion 

level      The disadvantages of this model is that the 

volatility could easily become negative and no closed form 

solution is available for option pricing.  

Because                 one can use either equation (17) together 

with (19), or the 3−Dimensional        scheme (20). 

 Because of the orthogonal transformation, neither requires 

the calculation of the Lévy Area. Figure 1 and Table 1 show 
that, as expected, the Euler scheme and the Milstein scheme 

with zero Lévy Areas (setting               in (3)) give 0.5 

strong convergence order. On the other hand, the Milstein 

scheme (3) with a proper value for the distribution of the 

Lévy Area (by simulating the Lévy Area using   

subintervals within each time step) gives 1.0 order strong 

convergence, as do the two orthogonal       schemes. We 

have used the following parameters:  

                                                                             

             and initial conditions  

 
B. The 3/2 Model (Case 2) 

 

The second case we consider is the following stochastic 

variance model, usually called the 3/2 Model [10]: 

 

 

 

The 3/2 Model is an important model in finance, not only 

because it has a closed form solution for option pricing as 

simple as the square root model (25), but it also displays a 

feature of many stochastic volatility models that one does 

not see in the square root model. That is, even after a change 
of measure to the riskadjusted process, option prices 

(relative to the bond price) under the 3/2 model are 

sometimes not martingales but merely local martingales 

[10]. When option prices are not martingales, this means 

that they are not given by the standard expected value 

formula  

for a call option). So the 3/2 Model, with its closed form 

solution for European and Digital options, is one of the 

simplest illustrations of this important phenomenon for 

financial theory. It was first used by Cox, In ersoll, and Ross 

([1], 1985) and further investigated by Heston ([7], 1997) 
and Lewis ([10], 2000). 

Because              we obtain almost the same results as Case 1 

(Figure 2 and Table 1). The parameters and initial 

conditions are the same as in Case 1 except for  
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                                   which are chosen so that     and      will 

have approximately the same relative volatility. 

 

C. The Garch Diffusion Model (Case 3) 

 

The third case we consider is the following stochastic 

variance model, usually called GARCH Diffusion Model: 
 

 

 

 

(24) is described as the diffusion limit of a GARCH-type 

process. The failure of the usual martingale pricing relation 

can also occur in this SVM and was first shown by Sin [15] 

in 1998. These failures are specific examples of the notion 

that the absence of arbitrage implies that financial claim 

prices are, in general, only strictly local martingales, not 

martingales [10]. From a practical point of view, the 
advantage of this model is that you can estimate its 

parameters using well-known algorithms that are available 

as computer software, although no closed form solution is 

available for option pricing. 

In this case, where         it is not possible to use the                         

scheme          since the integrability condition is not 

satisfied. Figure 3 and Table 1 show that the only schemes 

that achieve first order convergence are the Milstein and    ;      

schemes, which simulate the Lévy Area. However, the 

simulation results also show that there is a remarkable 

difference between the original and the orthogonal scheme 

without the simulation of the Lévy Area, not the improved 
order of convergence achieved in the first case but a much 

improved constant of proportionality. The parameters and 

initial conditions are the same as in Case 2 except for                                                        

This is chosen 

 to ensure that                  will have approximately the same 

relative volatility as in the first two cases. 

 

D. The Square Root Model (Case 4) 

 

The last case we consider for stochastic variance models is 

the Heston‘s Square Root Model:  
 

 

 

 

This model was proposed by Heston in 1993 [6]. The 

volatility is related to a square root process and can be 

interpreted as the radial distance from the origin of a multi-

dimensional       process. For small        this model keeps the 

volatility positive and is the most popular among all SVM 

because of its two main features: it has a semi-analytical 

pricing formula for European and Digital options which is 
easy to implement, and the solution is typical (it displays the 

same qualitative properties that one generally expects in 

time homogenous cases). Furthermore, it can be used to 

understand how volatility models that do not have analytical 

solutions behave in many respects. 

In this case,           Figure 4 and Table 1 show that neither of 

the Milstein schemes in which the Lévy Areas are set to zero 

performs very well. Both have order 0.5 strong convergence, 

and the constant of proportionality is not much better than 

for the Euler scheme. When the Lévy Areas are simulated 

correctly, the Milstein and        schemes do exhibit the 

expected first order strong convergence. This demonstrates 
the importance of the Lévy Areas in this case. 

The parameters and initial conditions are the same as in 

Case 2 except for  

 
1n/a = not applicable. 
2Note that the constant proportion factors in the Figures 1 through 4 depend completely on the chosen parameter values in 

the examples and can be very different for another choice. To calculate the strong order of convergence we have used the 

theorems in [12] or [13]. 
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IV. 2D ORTHOGONAL MILSTEIN SCHEME 

 

This section presents the definition of the     scheme for the  

2−Dimensional SDE case. At the end of the section, we 

present two more examples that confirm a better order of 

convergence than the standard Milstein scheme without the 

simulation of the Lévy Area when one uses an orthogonal 

transformation. 
 

A. 2D- 

 

Theorem 1: 2D −     Scheme (Exact solution) 

If one has a 2−Dimensional     stochastic differential 

equation with two independent Wiener processes:   

 

 

 

 

 

where                      are smooth functions of      and      

satisfying the linear growth and global Lipschitz conditions 

([4], pp. 548). If one applies an orthogonal transformation to 

(26) described by:           
  

 

 

 

 

where: 

 

 

 

and satisfying: 

 
 

 

 

then the new orthogonal process has 1.0 strong order 

convergence using the Milstein scheme neglecting the 

simulation of the Lévy Area. Conversely, for 

(the commutativity condition (44) is not satisfied), the 

Milstein scheme of (26) with zero Lévy Area has 0.5 strong 

order convergence. The functions             and         are equal 

to: 

 

 
 

 

 

 

 

 

 

where        are the coefficients of the Lévy Area (Lie 

bracket) of (26) and are defined by: 

 

 
 

Proof: The 1.0  strong order Milstein scheme for (26) with 

time step          is (Appendix 42): 

 

 

 

 

 
 

 

 

For             the Milstein scheme is 1.0  strong order 

convergence when one includes all terms in the equation 

(see Theorem 10.3.5, page 350 from [9]); otherwise it 

becomes 0.5 strong order convergence. In general, if         is 

 the  solution of the SDE (26)   and             is the numerical 

approximation using the Milstein scheme, for  

and neglecting the simulation of the Lévy Area, one can say: 

 
 

 

On the other hand, if one makes an orthogonal 

transformation (27) to (26), one obtains: 

 

 

 

 

The 1.0 strong order Milstein scheme for (31) with time step 

      is (Appendix (48)): 

 

 
 

 

 

 

 

  

 

where:  

 

 

 
 

If one computes the coefficients of the Lévy Area using 

independent Wiener processes, one gets: 

 

 

 

 

To avoid having to simulate the Lévy Area, one needs (32) 

to be identically zero, e.g. impose the following conditions: 

 

 

 
   Simplifying one gets:     
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To find a solution for      one must first determine when the 

system is consistent (integrable); this requires condition (29)  

and the solution for     is (28). 

 

B. 3D-  

 

If one has a 2−Dimensional Itô process (26) and applies an 

orthogonal transformation (27) to it, where the rotation 

angle         is described using a third SDE: 
 

 

 

 

 

then, for sufficiently smooth function                      the 

Milstein scheme for the 3−Dimensional SDE (33) can have 

better strong convergence than (26) using the Milstein 

scheme neglecting the simulation of the Lévy Area. The 

accuracy of         and hence in               depends on the value 

of the Lie bracket (34) of the process (33): 

 
 

 

 

 

 

The 1.0  strong order Milstein scheme for (33) with time  

step         is (Appendix (53)): 

 

 
 

 

 

 

 

 

 

If one computes the coefficients of the Lévy Area of the last 

equation (Appendix (55)), one obtains: 

 

 

 
If the value of            in the Lie bracket         is small enough  

 the accuracy of          is not affected by neglecting this term  

in the equation and, hence, the 3D              process (33) will 

have better strong convergence than (26) using Milstein 

scheme neglecting the simulation of the Lévy Area. Note 

that when condition (29) is satisfied, the Lie bracket (34 or 

35) is identically zero  

 

C. Example Of    

 

Consider the following 2D SDEs: 
 

 

 

 

where: 

 

 

If                               then we have the integrability condition  
29) or (18) and either Theorem 1  

or                              can be applied. Figures 5 and 6 show 

that the new orthogonal process of (36) has 1.0 strong order 

convergence in                       using the Milstein scheme 

neglecting the simulation of the Lévy Area. Conversely, 

Euler, Malliavin and the Milstein schemes with zero Lévy 

Area have 0.5 strong order convergence in  

If                             then the integrability condition (29) or 

(18) is not satisfied and only the 3D−                         can be 

applied. Figure 7 shows that the only schemes that  achieve 

first order convergence are the   Milstein    and        schemes 

which simulate the Lévy Area. However, Figure 7 shows 

that there is a remarkable difference between the original 
and the orthogonal scheme without the simulation of the 

Lévy Area. The improved order of convergence is not 

achieved as in the case of                                  but there is a 

much improved constant of proportionality.Note that the 

constant proportion factors in the Figures 5 through 7 

depend completely on the chosen parameter values in the 

examples and can be very different for another choice. 

The numerical results do not simply confirm an outcome 

that has been rigorously derived in Theorem 1 under global 

Lipschitz conditions, but are indicative 

 
 

 

 

 

 

 

 

 

 

 

 

   
Figure 5: Strong convergence test for 

  

 

 

 

 

 

 

 

 

 
 

 

 

 Figure 6: Strong convergence test for 
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Figure 7: Strong convergence test for  

that, under less restrictive assumptions, such results are 

possible. Though there has been some work completed on 

convergence analysis under non-global Lipschitz conditions 

([17] and [8]), this topic is not covered in this research. 
 

V.     SCHEME (N-DIMENSIONAL) 

 

In this section we shall present a summary when one deals 

with an N-Dimensional SDE and would like to apply an 

orthogonal transformation to avoid the calculation of the 

Lévy Area. All models can be described through a SDE of 

the form: 

 

 

where:  

 
 

 

 

 

If one replaces the Wiener process       with an orthogonal    

transform           the probability distribution does not change, 

and we obtain the set of all orthogonal transformations of 

our system (37):   

 

 

 
where:   

 
Using non-orthogonal Wiener processes, (38) can be 

represented by: 

 

 

 

where: 

 

 

 

 
The 1.0  strong order Milstein scheme for (39) with time 

step           using Itô operators is [9]: 

 

 

 

Note that the coefficient functions                       are assumed 

to satisfy the linear growth and global Lipschitz conditions 

for existence and uniqueness of a strong solution to the SDE 

(37). If one uses the Lévy Areas,       is equal to: 

 

 

 
 

 

 

 

 is the Kronecker symbol                                     and 

zero otherwise) and the         operators are defined in (30). 

Using the definition of the variables, the orthogonal 

properties and considering the vector fields to be 

independent of time, the coefficients for the Lévy Area (40) 

are equal to: 

 

 
 where         are the orthogonal functions defined by: 
 

 

 

 

To avoid having to simulate the Lévy Areas                    one 

needs to impose the following conditions: 

 

 

 

 

 
VI. CONCLUSIONS 

 
Strong convergence properties of discretizations of 

stochastic differential equations (SDEs) are very important 

in financial applications. Numerical examples in the paper 

demonstrate, as expected, a 0.5 and 1.0  strong order of 

convergence for Euler and Milstein schemes respectively. 
To obtain a 1.0 strong order of convergence with the 

Milstein scheme, one has to apply the scheme to the vector 

form of the SDE, use independent Wiener processes and 

compute correctly the double integral or Lévy Area. 

We have shown that, under certain conditions, the use of the 

orthogonal      scheme in multi-dimensional SDEs can 

achieve the first order strong convergence properties of the 

Milstein numerical discretization without the expensive 

simulation of Lévy Areas and when the commutativity 

condition is not satisfied. Conversely, the Milstein scheme 

with zero Lévy Area has a 0.5  strong order convergence.   
The bias or error in the computation of the rotation angle  

that makesthe Lie bracket equal to zero in the orthogonal 

scheme                    is crucial to obtain a better convergence 

order. When the conditions for integrability are satisfied, 

one can use the formula for      to obtain the value of the rot- 
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ation angle and obtain first order strong convergence. 

Otherwise, one has to use the 3−Dimensional transformation 

and check the magnitude of the Lie brackets to decide if it is 

likely to give computational savings in the solution of our 

system.The numerical results in this research show a better 

strong order of convergence than the standard Milstein 

scheme (without the simulation of the Lévy Area) when an 

orthogonal transformation is applied. 

 Standard convergence theory for numerical methods for 
SDEs (e.g. as in Kloeden and Platen [9]) makes a global 

Lipschitz assumption on the coefficients. However, most of 

the SDE models that are mentioned and used in the 

computational experiments, do not satisfy such global 

Lipschitz conditions (e.g.example (36)). The numerical 

results are not simply confirming a theory that has been 

proved; they are giving numerical evidence that the 

conclusions about strong order remain true in circumstances 

where no theory currently exists. 

When one prices an exotic option or wants to approximate a 

portfolio, the SDEs used is not important. What really 
matters is that the SDEs approximate correctly the real 

distribution of the process. Because of this        scheme 

helps  to obtain a better strong order of convergence and can 

be applied for hedging, portfolio optimization and pricing 

exotic options. In [13] and [14], we have demonstrated that 

the use of strong convergence of      scheme reduces 

substantially the computation cost for pricing exotic options 

(90% of the computation time). 

In summary, this paper proposes a better numerical 

approximation for multidimensional SDE‘s. We introduce a 

new scheme or discrete time approximation where a better 
convergence order is obtained than that of using the standard 

Milstein scheme without the simulation of the expensive 

Lévy Area. We demonstrate when the conditions of the 

2−Dimensional problem permit this and give an exact 

solution for the orthogonal transformation. Our applications 

are focused on continuous time diffusion models for the 

volatility and variance with their discrete time 

approximations (ARV). 

For future work, we think that, for multi-dimensional SDE‘s 

                        the investigation and test of the multi-

dimensional  scheme will be very interesting. For some 

parameters, it will be obvious that the new orthogonal 

scheme will provide considerable computational time 

savings when calculating the strong and weak solutions. 
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IX. APPENDIX 

 

The Appendix outlines a theorem and mathematical 
operations required to understand both the Milstein and 

schemes. 

 

A. Milstein Scheme (Itô Operators) 

 

We start with the 2D Itô SDE case with a 2D independent 

Wiener process: 

 
 

where                     are assumed to satisfy the linear growth 

and global Lipschitz conditions ([4], pp. 548) for existence 

and uniqueness of a strong solution to the SDE (41). The 1.0  

strong order Milstein scheme for (41) with time step 

using Itô operators is [9]: 

 

 

 

 
 

where using Lévy Areas,              is equal to: 

 

 

 

 

 

 

 

The Itô operators are defined by: 

 
 

 

 

A more general, but important special case is that of 

commutative noise in which the diffusion matrix of (41) 

satisfies the commutativity condition (pp. 348, [9]): 

 

 

If conditions (44) are satisfied,                         in (43) and we 

do not need to simulate the Lévy Areas. Doing some 

computations, (43) is equal to: 

 
 

 

 

 

 

 

where: 

 

 

 

 

 

 

 
 

Having example (2), we get: 

 

 

 

 

 

 

 

                                 

 
   

 

Checking the commutativity conditions (44) in example (2), 

we have: 

 

 

 

 

   

   For                and                we need: 

  

 
 

 

B. 2d −      Scheme (Orthogonal Milstein) 

 

If one makes an orthogonal transformation to (41), one gets: 

 

 
 

 

where: 

 

 

 

 

The 1.0 strong order Milstein scheme for (46) with time step 

using Itô operators is [9]: 

 

 
 

 

 

 

 

where using Lévy Areas,             is equal to: 
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Doing some computation, (49) is equal to: 

 

 

 

 

 

 
 

 

where: 

To make zero the coefficient of the Lévy Area in (50), one 

needs: 

 

 

 

 

 

 

 
Having example (7), we get: 

 

 

 

 

 

 

 

 

 

C. 3D −     Scheme 
 

We start with the following 3−Dimensional Itô SDE with a 

2−Dimensional Wiener process: 

 

 

 

 

 

where: 

 
and               are assumed to satisfy the linear growth  

and global Lipschitz conditions. The 1.0  strong order 

Milstein scheme for (52) with time step        is [9]: 

 

 

 
 

 

 

where using Lévy Areas,  

 

 

 

 

 

 Doing some computation, (53) is equal to: 

 

 

 

 

 

 
 

   where: 

 

 

 

 

 

 

 

 

 

 
   Doing some operations, the Lie bracket is equal to: 

 

 

 

 

 

    Having example (13), we get: 

 

 

 

 
 

 

 

 

 

    and            from the Lie bracket (55) is equal to: 

 

 

 

 

 
 

 

D. Orthogonal Transformation Theorem 

 

In this section, we shall present a theorem where we prove 

that if an orthogonal transformation is applied to a standard 

normal distributed process      then the new orthogonal 

process          is independent and has the same distribution as  

the original process  

Theorem 2: Distribution of an Orthogonal Standard Normal 

Distributed Process 

If                          are two independent and identically  
standard normal distributed processes with expectation                               

and variance        and we apply an orthogonal transformation 
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then: 

A. The new orthogonal random process,  

 and             are independent.     

B.         and                 have the same distribution. 

Proof: 

A. If                  and                 are  independent then;     

       
 

Doing the same for the orthogonal Wiener process: 
 

 

 

 

B. The probability density function (PDF) of an 

N−Dimensional multivariate normal is [5]: 

 

 

 

 

 

 

where                                       is the mean   and         is the 
covariance matrix (positivedefinite real                   matrix) 

For           we have:        

 

 

 

 

 

 

 

 

 
If             and           have the same distribution then they 

have the same mean and covariance matrix: 

 

 

 

 

 

 



www.manaraa.com

P a g e  | 15     Vol. 9 Issue 5 (Ver  2.0), January 2010 Global Journal of Computer Science and Technology  

 

Input Data Processing Techniques in Intrusion 

Detection Systems – Short Review 
 

Suhair H. Amer, and John A. Hamilton, Jr. 

  
Abstract––In this paper intrusion detection systems (IDSs) 

are classified according to the techniques applied to processing 

input data. This process is complex because IDSs are highly 

coupled in actual implemented systems. Eleven input data 

processing techniques associated with intrusion detection 

systems are identified. They are then grouped into more 

abstract categories. Some approaches are artificially intelligent 

such as neural networks, expert systems, and agents. Others 

are computationally based such as Bayesian networks, and 

fuzzy logic.  Finally, some are based on biological concepts such 

as immune systems and genetics. Characteristics of and 

systems employing each technique are also mentioned. 

  

I. INTRODUCTION 

 
hen traditionally classifying intrusion detection 

systems (IDSs) as misuse, anomaly or hybrid, the 

systems are grouped according to the technique they utilize 

to detect intrusions.  For example, misuse-based IDSs match 

already stored attack signatures against the audit data 

gathered while the monitored system is or was running.  In 

anomaly based IDSs, detection utilize models of normal 
behavior where any deviation from such behavior is 

identified as an intrusion. Another type of traditional 

classification is categorizing an IDS according to its setup as 

network-based, host-based or hybrid.  Network based 

systems monitor network activities whereas a host based 

system monitor the activities of a single system for intrusion 

traces [1].  In general, IDSs may apply many techniques to 

detect intrusions and improve detection such as neural 

networks, expert systems, agents, Bayesian networks, fuzzy 

logic, immune systems and genetics.  Little attention has 

been given to classifying the processing techniques applied 
on the input data provided to the IDS. In this paper we 

classify input data processing techniques utilized with IDSs 

that may use and may not use the same processing technique 

to detect intrusions. In section 2, abstract classification of 

the different input data processing techniques utilized with 

IDSs will be presented.   

Eleven input data processing techniques associated with 

_______________________________ 
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IDSs are identified. Then they are grouped into more 

abstract categories.  In section 3, a general description as 

well as some advantages and disadvantages of each 

technique and examples of system employing these 

techniques will be presented.  

 

II. CLASSIFICATION OF INPUT DATA PROCESSING 

TECHNIQUES IN IDSS 
 

In this paper, we are concerned with the techniques used to 

process input data that is considered when designing and 

implementing IDSs. Classifying such techniques are not 

easy because in the actual implemented system, combination 
of techniques may be used. However, identifying them 

individually helps better understand the merits and 

limitations of each, and how to improve a techniques 

performance by using another. Eleven techniques are 

identified [shown at the lower level of diagram 1] that are 

widely and currently used for processing input data of IDSs. 

They are then grouped into more abstract categories that are 

identified at the upper levels of diagram 1. This is important 

because the characteristics of each technique are highly 

affected by the category(ies) that it belongs to. In the lower 

level of Fig. 1, techniques such as Agents and Data Mining 
belong to the Intelligent Data Analysis category.  This is 

indicated by the dotted relation between Data Analysis and 

AI categories.  The techniques: Expert systems and Fuzzy 

logic are intelligent model-based-rule-based systems shown 

by the dotted relation between Rule based and AI categories 

in Fig. 1. Next is an explanation of each item in Fig. 1, along 

with some identified characteristics. 

 

 

 

 

 

 

 

 

Fig.1. Data processing techniques applied on input data 

processed by Intrusion Detection Systems 

 

W 

GJCST Classifications: 
E.m, C.2.0, D.4.6 
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A. Rule Based 

 

If a rule-based IDS is to use input data or audit data, such 

information will be in a codified rules format of known 

intrusions. The input data will represent identified intrusive 

behavior and categorizing intrusion attempts by sequences 

of user activities that lead to compromised system states. 
The IDS will take as input the predefined rules as well as the 

current audit data and check if a rule is fired. In general, 

using rule bases are affected by system hardware or software 

changes and require updates by system experts as the system 

is enhanced or maintained. Such input data technique is very 

useful in an environment where physical protection of the 

computer system is not always possible (e.g., a battlefield 

situation) but require strong protection 

[http://www.sei.cmu.edu/str/descriptions/rbid.html].  

In general, rule based systems can be: 

I) State-based: in the audit trails, intrusion attempts 
are defined as sequences of system states leading 

from an initial state to a final compromised state 

represented in a state transition diagram. The two 

inputs to the IDS will include the audit trail and the 

state transition diagrams of known penetrations that 

will be compared against each other using an 

analysis tool. One advantage of using state based 

representation of data is that it is independent of the 

audit trail record and is capable of detecting 

cooperative attacks and attacks that span across 

multiple user sessions. However, some attacks 

cannot be detected because they cannot be modeled 
with state transitions 

[http://www.sei.cmu.edu/str/descriptions/rbid.html]  

II) Model-based: intrusion attempts in input data can 

be modeled as sequences of user behavior. This 

approach allows the processing of more data, 

provide more intuitive explanations of intrusion 

attempts and predict intruder's next action.  More 

general representation of penetrations can be 

generated since intrusions are modeled at a higher 

level of abstraction.  However, if an attack pattern 

does not occur in the appropriate behavior model it 
cannot be detected 

[http://www.sei.cmu.edu/str/descriptions/rbid.html]

.. 

 

B. Artificial Intelligence  

 

AI improves algorithms by employing problem solving 

techniques used by human beings such as learning, training 

and reasoning.  One of the challenges of using AI techniques 

is that it requires a large amount of audit data in order to 

compute the profile rule or pattern sets. From the audit 

trails, information about the system is extracted and patterns 
describing the system are generated. In general, AI can be 

employed in two ways: (1) Evolutionary methods 

(Biologically driven) are mechanisms inspired by biological 

evolution, such as reproduction, mutation and 

recombination. (2) Machine learning is concerned with the 

design and development of algorithms and techniques that 

allow the learning of computers. The major focus of 

machine learning research is to extract information from 

data automatically [2].  

 

C. Data Analysis 

 

With data analysis, data is transformed in order to extract 
useful information and reach conclusions. It is usually used 

to approve or disapprove an existing model, or to extract 

parameters necessary to adapt a theoretical model to an 

experimental one. Intelligent data analysis indicates that the 

application is performing some analysis associated with user 

interaction and then provides some insights that are not 

obvious. One of the problems faced when applying such an 

approach is that most application logs (input information) do 

not conform to a specific standard.   Analysis of logs should 

be performed to find commonalities and different types of 

logs should be grouped. Another problem is the existence of 
noise, missing values and inconsistent data in the actual log 

information. Attackers may take advantage of the fact that 

logs may not record all information and therefore exploit 

this point. Finally, real world data sets tend to be too large 

and multidimensional which requires data cleaning and data 

reduction [3]. 

 

D. Computational Methods 

 
Computational intelligence research aims to use learning, 

adaptive, or evolutionary algorithms to create programs. 

These algorithms allow the systems to operate in real time 

and detect system faults quickly. However, there are costs 

associated with creating audit trails and maintaining input 

user profiles as well as some risks. For example, because 

user profiles are updated periodically, it is possible to accept 

a new user behavior pattern where an attack can be safely 

mounted.  This is why it is difficult sometimes to define user 

profiles especially if they have inconsistent work habits.  In 
general, there are two types of IDSs that utilize a 

computational method: (1) Statistics-based IDS are 

employed to identify audit data that may potentially indicate 

intrusive behavior. These systems analyze input audit trail 

data by comparing them to normal behavior to find security 

violations. (2) Heuristics-based IDS which can be a function 

that estimates the cost of the cheapest path from one node to 

another [http://www.sei.cmu.edu/str/descriptions/sbid.html].   

 

III. CAPABILITIES AND EXAMPLES OF PROCESSING 

TECHNIQUES OF INPUT DATA USED BY IDSS 
 

Because some IDS data processing techniques are closely 

interacting and similar, classifying them is complex. 

However, we believe that the identified eleven categories 

capture most of the well known types. For example, from 
Fig. 1, although expert systems and fuzzy logic belong to 

the categories AI and rule based they have distinguishing 

characteristics and usages. The output of the expert system 

is specific; the data that is used to build the system is 

complete, and the set of rules are well defined. As for fuzzy 
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logic, it is usually used in systems where the output is not 

well defined and is continuous between 0 and1. 

 

A. Bayesian Networks 

 

Bayesian networks are used when we want to describe the 

conditional probability of a set of possible causes for a given 
observed event that are computed from the probability of 

each cause and the conditional probability of the outcome of 

each cause.  They are suitable for extracting complex 

patterns from sizable amounts of input information that can 

also contain significant levels of noise.   Several systems 

have been developed using Bayesian network concepts.  In 

the following system, Scott‘s [4] IDS is based on stochastic 

models of user and intruder behavior combined using 

Bayes‘ theorem which mitigates the complexity of network 

transactions that have complicated distributions. Intrusion 

probabilities can be calculated and dynamic graphics are 

used to allow investigators to use the evidence to navigate 
around the system.  

 

B. Neural Networks 

 
Training Neural networks enable them to modify a state of a 

system by discriminating between classes of inputs.  They 
also learn about the relationship between input and output 

vectors and generalize them to extract new input and output 

relationships. They are suitable when identification and 

classification of network activities are based on incomplete 

and limited input data sources.  They are able to process 

data from a number of sources, accept nonlinear signals as 

input and need a large sample size of input information.  

Finally, neural networks are not suitable when the 

information is imprecise or vague and it is unable to 

combine numeric data with linguistic or logical data.  In the 

following system, Bivens et al. [5] employed the time-

window method for detection and were able to recognize 
long multi-packet attacks. They were able to identify 

aggregate trends in the network traffic in the preprocessing 

step by looking only at three packet characteristics.  Once 

the system is trained and by using the input data, the neural 

network was able to perform real-time detection. 

 

C. Data Mining 

 

Data mining refers to a set of techniques that extracts 

previously unknown but potentially useful data from large 

stores system logs.  One of the fundamental data mining 
techniques used in intrusion detection is associated with 

decision trees [6] that detect anomalies in large databases. 

Another technique uses segmentation where patterns of 

unknown attacks are extracted from a simple audit and then 

matched with previously warehoused unknown attacks [7]. 

Another data mining technique is associated with finding 

association rules by extracting previously unknown 

knowledge on new attacks and building normal behavior 

patterns [8].  Data mining techniques allows finding 

regularities and irregularities in large input data sets.  

However, they are memory intensive and require double 

storage: one for the normal IDS data and another for the data 

mining.  The system of  Lee, Solto and Mok‘s [7] was able 

to detect anomalies using predefined rules; however, it 

needed a supervisor to update the system with the 

appropriate rules of certain attacks. The rule generation 

methodology developed, first defines an association rule that 
identifies the relation between rules and specifies the 

confidence for the rule. 

 

D. Agents 

 
Agents are self contained processes that can perceive their 

environment through sensors and act on the environment 
through effectors. Agents trace intruders and collect input 

information that is related only to the intrusion along the 

intrusion route and then decide if an intrusion has occurred 

from target systems across the network.  One of the major 

disadvantages associated with agents is that it needs a highly 

secure agent execution environment while collecting and 

processing input information.  It is difficult also to 

propagate agent execution environments onto large numbers 

of third-party servers. Several systems have been developed 

utilizing agents. Spafford and Zamboni [9] introduced 

Autonomous Agents for Intrusion Detection (AAFID) using 
autonomous agents for performing intrusion detection. Their 

prototype provides a useful framework for the research and 

testing of intrusion detection algorithms and mechanisms.  

Gowadia, Farkas and Valtorta [10] implemented a 

Probabilistic Agent-Based Intrusion Detection (PAID) 

system that has cooperative agent architecture. In their 

model agents are allowed to share their beliefs and perform 

updates. Agent graphs are used to represent intrusion 

scenarios. Each agent is associated with a set of input, 

output, and local variables.  

 

E. Immune Based 
 

Immune based IDS are developed based on human immune 

system concepts and can perform tasks similar to innate and 

adaptive immunity.  In general, audit data representing the 

appropriate behavior of services are collected and then a 

profile of normal behavior is generated.  One challenge 

faced is to differentiate between self and non-self data which 

when trying to control causes scaling problems and the 

existence of holes in detector sets.  

There have been several attempts to implement immunity-

based systems.  Some have experimented with innate 
immunity which is the first line of defense in the immune 

system and is able to detect known attacks. For example, 

Twycorss and Aickelin [11] implemented libtissue that uses 

a client/server architecture acting as an interface for a 

problem using immune based techniques.   Pagnoni and 

Visconti [12] implemented a native artificial immune system 

(NAIS) that protects computer networks. Their system was 

able to discriminate between normal and abnormal 

processes, detect and protect against new and unknown 

attacks and accordingly deny access of foreign processes to 
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the server.  For adaptive immunity two approaches have 

been studied: negative selection and danger theory concepts.  

Kim and Bentley [13] implemented a dynamic clonal 

selection algorithm that employs negative selection by 

comparing immature detectors to a given antigen set. 

Immature detectors that bind to an antigen are deleted and 

the remaining detectors are added to the accepted 
population. If a memory detector matches an antigen an 

alarm is raised. A recent approach to implement adaptive 

immunity uses the danger theory concept [14]. Danger 

theory suggests that an immune response reacts to danger 

signals resulting from damage happening to the cell and not 

only for being foreign or non-self to the body.  

 

F. Genetic Algorithms 

 
Genetic algorithms are a family of problem-solving 

techniques based on evolution and natural selection.  

Potential solutions to the problem to be solved are encoded 

as sequences of bits, characters, or numbers. The unit of 

encoding is called a gene, and the encoded sequence is 

called a chromosome. The genetic algorithm begins with 

chromosomes population and an evaluation function that 

measures the fitness of each chromosome.  Finally, the 

algorithm uses reproduction and mutation to create new 
solutions.  In the system of Shon and Moon [15] the 

Enhanced Support Vector Machine (Enhanced SVM) 

provides unsupervised learning and low false alarm 

capabilities. Profile of normal packets is created without 

preexisting knowledge. After filtering the packets they use a 

genetic algorithm for extracting optimized information from 

raw internet packets.  The flow of packets that is based on 

temporal relationships during data preprocessing is used in 

the SVM learning. 

 

G. Fuzzy Logic 

 
Fuzzy logic is a system of logic that mimics human decision 

making and deals with the concept of partial truth and in 

which the rules can be expressed imprecisely.  Several 

systems have been developed using fuzzy logic.  Abrahama 

et al. [16] modeled Distributed Soft Computing-based IDS 

(D-SCIDS) as a combination of different classifiers to 
model lightweight and heavy weight IDSs. Their empirical 

results show that a soft computing approach could play a 

major role for intrusion detection where the fuzzy classifier 

gave 100% accuracy for all attack types using all used 

attributes.  Abadeh, Habibi and Lucas [17] describe a fuzzy 

genetics-based learning algorithm and discuss its usage to 

detect intrusion in a computer network. They suggested a 

new fitness function that is capable of producing more 

effective fuzzy rules that also increased the detection rate as 

well as false alarms.  Finally, they suggested combining two 

different fitness function methods in a single classifier, to 

use the advantages of both fitness functions concurrently 
 

 

 

H. Expert Systems 

 

Expert systems-based IDSs build statistical profiles of 

entities such as users, workstations and application 

programs and use statically unusual behavior to detect 

intruders. They work on a previously defined set of rules 

that represent a sequence of actions describing an attack.  
With expert systems, all security related events that are 

incorporated in an audit trail are translated in terms of if-

then-else rules. The expert system can also hold and 

maintain significant levels of information.  However, the 

acquisition of rules from the input data is a tedious and is an 

error-prone process.  The system of Ilgun, Kemmerer and 

Porras [18], is an approach to detect intrusions in real time 

based on state transition analysis. The model is represented 

as a series of state changes that lead from an initial secure 

state to a target compromised state.  The authors developed 

USTAT which is a UNIX specific prototype of a state 
transition analysis tool (STAT) which is a rule based expert 

system that is fed with the diagrams.  In general, STAT 

extracts and compares the state transition information 

recorded within the target system audit trails to a rule based 

representation of known attacks that is specific to the 

system. 

 

I. Signature Analysis Or Pattern Matching 

 
In this approach the semantic description of an attack is 

transformed into the appropriate audit trail format 

representing an attack signature.  An attack scenario can be 

described, for example, as a sequence of audit events that a 

given attack generates. Detection is accomplished by using 

text string matching mechanisms.  Human expertise is 

required to identify and extract non conflicting elements or 

patterns from input data.  The system of Kumar‘s [19] is 

based on the complexity of matching. Based on the desired 

accuracy of detection, he developed a classification to 
represent intrusion signatures and used different encodings 

of the same security vulnerability.  His pattern specification 

incorporated several abstract requirements to represent the 

full range and generality of intrusion scenarios that are: 

context representation, follows semantics, specification of 

actions and representation of invariants. 

 

J. State Machines 

 

State machines model behavior as a collection of states, 

transitions and actions. An attack is described with a set of 
goals and transitions that must be achieved by an intruder to 

compromise a system. Several systems have been developed 

using this technique. Sekar et al. [20] employ state-machine 

specifications of network protocols that are augmented with 

information about statistics that need to be maintained to 

detect anomalies. The protocol specifications simplified the 

manual feature selection process used in other anomaly 

detection approaches. The specification language made it 

easy to apply their approach to other layers such as HTTP 

and ARP protocols. Peng, Leckie and Ramamohanarao [20] 
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proposed a framework for distributed detection systems. 

They improved the efficiency of their system by using a 

heuristic to initialize the broadcast threshold and 

hierarchical system architecture. They have presented a 

scheme to detect the abnormal packets caused by the 

reflector attack by analyzing the inherent features of the 

reflector attack.  
 

K. Petri Nets 

 
The Colored Petri Nets are used to specify control flow in 

asynchronous concurrent systems. It graphically depicts the 

structure of a distributed system as a directed bipartite graph 

with annotations. It has place nodes, transition nodes and 

directed arcs connecting places with transitions.   In the 

system of Srinivasan and Vaidehi [22] a general model 

based on timed colored Petri net is presented that is capable 

of handling patterns generated to model the attack behavior 

as sequence of events. This model also allows flagging an 

attack, when the behavior of one or more processes matches 
the attack behavior. Their use of a graphical representation 

of a timed colored Petri net gives a straightforward view of 

relations between attacks. 

 

IV. CONCLUSION 

 

Choosing an IDS to be deployed in an environment would 

seem to be simple, however, with the different components, 

types and classifications such a decision is quite complex. 

There have been many attempts to classify IDSs as a mean 

to facilitate choosing better solutions. In this paper we 

classified IDSs according to the data processing techniques 
applied to input information. Careful design of an IDS may 

allow correct implementation of an IDS.  However, the 

actual merits and limitations of each approach, which is also 

discussed in this paper, indicate that obtaining complete 

security and different desirable system characteristics can 

not be achieved by employing only one type of an 

implementation approach. The data processing techniques 

were grouped into general (abstract) categories and were 

then further expanded into eleven more specialized 

techniques. 

We discussed and summarized the characteristics of each 
technique followed by examples of developed systems using 

each technique. Fig. 1, for example, helps us understand that 

we can use the state machine technique to build an IDS, and 

that we can add intelligence to it and use the expert system 

technique with added merits and costs. The merits are the 

ability to perform and provide intelligent actions and 

answers. Unrealistic actions or answers can be refuted or 

ignored. It also borrows from statistics the ability to detect 

intrusions without prior information about the security flaws 

of a system. Some of the incurred costs are the conflicting 

requirement of maintaining high volume of data which 

affects throughput and selecting the appropriate thresholds 
that lower false positive and negatives. To conclude, 

selecting the appropriate technique should be carried out 

carefully. Each organization should state prior to 

development the requirements of its agency and the 

acceptable costs. Accordingly, the selected system should be 

able to incorporate most of the requirements, as complete 

security can not be achieved. 
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Abstract: Reconfigurable antennas have received significant 

attention for their applications in communications, electronic 

surveillance and countermeasures, by adapting their properties 

to achieve selectivity in frequency, bandwidth, polarization and 

gain. In this paper the design of reconfigurable microstrip 

antenna operating at two different frequency bands will be 

presented. The switching between the different frequency 

bands is achieved by using RF-MEMS switches. 

Keywords- RF-MEMS, reconfigurable, HFSS, microstrip 
patch. 

I. INTRODUCTION 

 
ith tremendous advancement in technology in the 

field of communication and the increasing consumer 

demands, the need for multifunctional wireless 

communication devices is always felt. Multifunctional 

systems depend on the co-existence of several antennas and 

RF components, but as there number of components 

required in a single system grows, problems such as 

interference, cost, maintainability, reliability and weight etc 

may arise. Multifunctional antennas provides a solution to 
these problems, a multifunctional antenna supports multiple 

functions in a single antenna unit by supporting more than 

one frequency or radiate in different patterns etc. 

  In some designs RF, MEMS (Micro-Electro-Mechanical 

Systems), solid- state switches or other technologies are 

used to change the operating frequencies, radiation pattern 

of the antennas, and are usually named as ―Reconfigurable 

Antennas‖.[1] 

In this paper the design of a reconfigurable antenna 

operating at two different frequencies is presented. The 

operating frequency is switched between two values by 
changing the aperture of the antenna. Operating frequencies 

are chosen as 2.2 GHz and 3.6 GHz, RF-MEMS switch is 

used to change the aperture. 

 

II. MICROSTRIP PATCH ANTENNA 

 

The transmission line model (TLM) is used for designing 

the patch antenna.  

The width of the patch is calculated first by, 

 

 

 
where W is the width of the patch, and r is the substrate 
dielectric constant. The antenna seems bigger than its 

physical dimensions due to fringing effect. To take this 

effect into account a parameter ∆L can be computed from 

[3] 

 

 

 
where h is the height of the substrate and eff is the effective 
dielectric constant given by: 

 

 

 
Since the length has been extended by ∆ on each side of 

the patch, the effective length is given by, 
 

 

 
Patch resonant length L is given by, 

 

 
 

Using the values given by TLM approximation, various 

parameters for the antenna were calculated for 3.6 GHz. The 

dielectric substrate chosen here was Rogers RO4032 (r = 

3.2) and the height of the substrate h = 1 mm. To feed the 

patch antenna a microstrip feed line can be attached to the 

center of one of the radiating edges. 

The feed line is a 50-Ohm transmission line and the value of 

impedance at the edge of the patch is different, so we 
require a quarter wave transformer to match the impedance 

of feed line with the patch; this procedure is called as 

impedance matching. The impedance Z1 of the matching 

transformer is given by, 

 

 
    
 where Z0 is the impedance of microstrip feed and RL is the 

impedance of the patch.  

 

 

 

 

 

 

 

 

 
                    fig.1 Patch at 3.6 GHz 

 

W 

GJCST Classifications: 
B.4.1, C.2.0 
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The width of the transformer is calculated by the formula 

 

 

 
  where A is given by  

 

 

 

 
  The calculated dimensions are Width W=20.66mm, Length 

L=20.66mm, Transformer width =0.50mm. These values are 

based on open loop formulas but the simulator is based on 

closed loop formulas, so these values need to be readjusted 

for appropriate results. These were adjusted with the help of 

HFSS and now the corrected dimensions are 

Width=19.51mm, Length=19.51mm, Transformer width 

=0.402mm. 

Similarly the dimension of the microstrip patch operating at 

2.2 GHz was calculated and adjusted. The adjusted 
dimensions are Width W=34.2mm, Length L=34.2mm, 

Transformer width=0.47mm. 

 

 

 

 

 

 

 
fig. 2 Patch at 2.2 GHz 

 
III. RECONFIGURABLE MICROSTRIP PATCH ANTENNA 

DESIGN 

 

After designing the microstrip patch at 3.6 GHz, to make 

this antenna reconfigurable, a square ring is placed around it 

(as shown in fig.3) with a separation of 420µm between the 

two. The dimensions of this ring are such as those of the 

patch operating at 2.2 GHz. The two apertures are connected 

using 8 RF-MEMS switches at different positions. 

When we turn these switches ON the two patches are 

connected and the whole structure resonates at 2.2 GHz and 
when the switches are turned OFF only the inner patch 

resonates at 3.6 GHz. The outer ring acts as a parasitic 

element in switch OFF condition. 

The effect of placing this square ring was that in switch OFF 

position it and affects the performance of the antenna. Also 

the isolation provided by the switches in OFF condition 

affected the performance. As a result the resonant frequency 

of the antenna was changed and shifted to a higher value 

than 3.6 GHz, so we need to adjust the effects due to this 

parasitic ring and we did it by increasing the dimensions of 

the inner patch maintaining the separation of 420µm. 

After adjusting the dimensions in switch OFF position, we 
turned the switches ON. In ON condition the switches 

provide insertion loss due to which the parameters of the 

antenna changes again. And, again we had to readjust the 

dimensions of the patch. 

 

 

 

 

 
 

 

 

fig. 3 Reconfigurable Antenna 

 

In switch ON position the problems faced were more than in 

switch OFF position, because we are using the same antenna 

designed for 3.6 GHz (smaller or inner) along with a square 

ring, to work at 2.2 GHz (combined). The dimensions of 

quarter wave transformer used for impedance matching 

remains the same in switch ON as well as in switch OFF 
position, which causes the VSWR to increase in earlier case. 

The final dimensions of the antenna are: 

Switch OFF position: Frequency 3.62 GHz, Length 21.5mm, 

Width 21.5 mm, Transformer width 0.4506mm. 

Switch ON position: Frequency 2.2 GHz, Length 34.2mm, 

Width 34.2 mm. 

Few parameters of the antenna are as shown below 

 

 

 

 

 

 

 

 
         fig. 4 Return loss in switch OFF position (-25 dB 

approx.) 

  

 

 

 

 

 

 

 

 
             fig. 5 Return loss in switch ON position (-27 dB 
approx.) 
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fig. 6 VSWR in OFF state (1.05 approx) 

 

 

 

 

 
 

 

 

 

 

 

 

fig. 7 VSWR in ON state (1.05 approx.) 

 

IV. RF-MEMS [4] 

 
 The term RF MEMS refers to the design and fabrication of 

MEMS for RF integrated circuits. By utilizing 

electromechanical architecture on a miniature- (or micro-) 

scale, MEMS RF switches combine the advantages of 

traditional electromechanical switches (low insertion loss, 

high isolation, extremely high linearity) with those of solid-

state switches (low power consumption, low mass, long 
lifetime). While improvements in insertion loss (< 0.2 dB), 

isolation (> 40dB), linearity (third order intercept point > 

66dBm), and frequency bandwidth (dc-40GHz) are 

remarkable, the RF MEMS switches are slower and have 

lower power handling capabilities.  

The switch used in our model is based on two; 1 µm thick 

gold cantilevers with dimensions of 150x80 µm2 with a 

central conductor (60x40 µm2) joining the two side 

cantilevers. The cantilever is suspended 101 µm above the 

substrate and 1µm above the patch. The anchors supporting 

the structure are 4x4 µm2 of gold and 101µm thick ( in 

switch OFF). A gold hinge (4x30 µm2) joins the anchor 
with the side cantilever. The metal strip (T-line) joining the 

two patches is 40 µm wide, there is break of 40 µm in the 

mid of the T-Line, such that the central conductor of the 

switch is placed just above it. 

 To bring the switch in ON state, the gap between the switch 

and the patch is eliminated by reducing the height of the 

components of the switch by 1µm, and a voltage of 10V is 

also applied from the actuation area; defined below the side 

cantilever. In actual this voltage pulls the cantilever down so 

that the switch is closed. 

 
 

 

 

 

 

 

 

 

 

 

 

fig. 8 Switch in OFF state 

 

 

 

 

 

 

 

 

 
fig.9 Switch in ON state 

 
When the switch is turned ON, the central conductor fills the 

gap and acts as a bridge for the current to pass through the 

T-Line. In switch OFF position the break is maintained and 

there is no path for the current to pass. 

The two parameters of the switch: namely insertion loss and 

isolation are as shown below 

 

 

 

 

 

 

 

 

 
 

fig.10 S11(blue), S21(red) in OFF state 

 

 

 

 

 

 

 

 

 

 

 
fig.11 S11(blue), S21(red) in ON state 

 

V. DISCUSSION AND CONCLUSIONS 

 

 The dual frequency reconfigurable antenna element is 

suitable for use in communication applications. However the 

reliability and life-time problems should also be addressed 

before commercial use. 

The design of a frequency reconfigurable antenna by using 

the ON/OFF state properties of a low voltage-actuated 

MEMS switch is presented in this paper. The two 
parameters of the switch namely Insertion loss and Isolation 
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affect the performance of the antenna and hence have to be 

taken care of.  Probant experimental verifications have been 

made by using a 420x40µm2 small piece of copper to model 

the ON state of the MEMS switch. The results were 

compared with theoretical ones, for the structure good 

agreement between simulated and experimental results is 

achieved. 
Use of good quality RF MEMS switches, optimizing their 

location and performance can improve the working of the 

antenna. 

        Here reconfiguration in only one parameter is 

presented; we can also go for reconfiguration in other 

parameters such as radiation pattern or polarization. 

Reconfiguration in more than one parameter using a single 

antenna is also possible but it greatly increases the 

complexity of the design.  
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Abstract- The basic idea proposed in this paper is to 

determine the Optimal Congestion Window for a TCP Sender 

in a particular network set-up (that corresponds to the fair 

share of that connection) and keep this congestion window a 

constant to a point where the fair share in the network has 

changed considerably from the instance of the calculation of 

the size of the last window. At this point, the TCP Congestion 

Window is recalculated according to the nature of new 

circumstances. The proposed mechanism is particularly 

effective over wireless links, which have an inherently loss-

prone nature, as Modified TCP’s congestion window being 

independent of packet losses (be it corruption losses or it 

congestion losses), keeps transmitting at the same rate at 

before.  

I. INTRODUCTION 

 

he well-known challenge in providing TCP congestion 

control algorithm [1], [2], [12] in wired – cum – 

wireless environment is that it relies on the packet loss as an 

indicator of network congestion. In order to ease the 

congestion scenario and to avoid a congestion collapse, a 

TCP Reno Sender reduces the congestion window 

(henceforth referred to as cwnd and expressed in number of 
segments) and refrains from sending packets. In the wired 

portion of the network, a congested router is invariably the 

likely reason of packet loss, while in the wireless portion a 

noisy, fading radio channel is the more likely cause of loss. 

This creates problems in TCP Reno since it does not possess 

the capability to distinguish and isolate congestion loss from 

wireless loss. Approaches to address this problem have been 

discussed and compared in the work by Balakrishnan et al. 

[3]–[4]. Three alternative approaches: end-to-end (E2E), 

Split Connection, and Localized Link Layer methods were 

carefully contrasted. 
The split-connection approach [13]-[14] violates the 

semantics of E2E reliability. Secondly, this approach 

requires a lot of state maintenance at the base station. 

In this paper, we propose a TCP Sender side modification of 

the TCP congestion control algorithm [5]. The crux of idea 

is that for a given network scenario, the Modified TCP 

Sender determines its optimal fair share of bandwidth in the 

link setting its cwnd in a way that it can effectively transmit 

with a rate that utilizes the fair share of bandwidth. After the 

cwnd is set to a value optimal for a given network scenario, 

it is kept constant to the point where the network scenario 

has changed by a extent significantly altering the 

connection‘s fair share. Since the value of cwnd is not 

decreased at any packet loss indication like retransmission 

on receipt of a triple DUPKT, or a coarse timeout caused by 

the expiration of the Retransmission Timer, hence it is not 

susceptible to performance degradation and cwnd reduction 

on the occurrences of stray packet losses. This leads to an 

enhanced performance in the wireless domain, as the losses 

are never an indication of congestion, rather they are caused 

due to the inherent loss-prone nature of the radio 
propagation medium. We provide simulation results in 

support to our claim that constant cwnd can outperform TCP 

Reno in static (i.e., certain time interval) network scenarios. 

The rest of this paper is organized as follows: section 2 

summarizes some related work; section 3 gives the 

analytical approach; section 4 describes the algorithm used 

by the sender; section 5 summarizes the results obtained by 

the simulations; section 6 gives an idea of the challenges 

faced while implementing such a strategy; and finally, 

section 7 concludes the paper. 

 

II. RELATED WORK 

 

NCPLD [15] compares the measured rtt with the lowest rtt 

(or that at the knee of the goodput – load curve). If the 

former is close to the latter, then the cause of a packet loss is 
assumed to be wireless errors. TCPW [8]–[11] measures 

goodput (or reception rate) and uses that rate to set the 

congestion window whenever a packet is detected lost. If the 

current goodput is below a certain band around the mean, 

then the cause of a packet loss is assumed congestion, 

otherwise the cause of loss is attributed to wireless errors. 

This paper uses the TCPW bandwidth estimation scheme 

and compares the performance of the Modified sender with 

the TCPW sender. The TCPW [8]–[11] sender monitors 

ACKs to estimate the bandwidth currently used by, and thus 

available to the connection. More precisely, the sender uses 

(1) the ACK reception rate and (2) the information an ACK 
conveys regarding the amount of data delivered to the 

destination. The Westwood algorithm is described briefly 

below. 

Let us assume that an ACK is received at the source at time 

tk, notifying that dk bytes have been received at the TCP 

receiver. We can measure the following sample bandwidth 

T 
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used by that connection as bk = dk/Δk, where Δk = tk−tk−1 

and tk−1 is the time the previous ACK was received 

The following discrete-time filter is used which is obtained 

by discretizing a continuous low-pass filter using the Tustin 

approximation 

 

 
where          is the filtered estimate of the available 

bandwidth at time  

and           is the cutoff frequency of the filter.  

 

 

 

 

 

 

 

 
 

 

Here, seg_size identifies the length of the payload of a TCP 

segment in bits. 

 

 

 

 

 

 

 

 
 

 

 

III. ANALYTICAL APPROACH 

 

The logic for using a constant window would be 

summarized as under: 

As in [1] if we measure the network load by average queue 

length over fixed intervals of some appropriate length, and 

Li be the load at instant i, then, for a congested network we 

have: 

 
where N (a constant) accounts for the average arrival rate of 

the new traffic, and γLi-1 accounts for the traffic left from 

the last time interval. Evidently, the term γLi-1 arises when 

the sender is sending at a rate which is greater that its fair 

share leading to a fraction of packets from the previous 

round remaining in the network when the packets form the 

next round arrives in the network. But if the sender is 

sending at a rate that utilizes its fair share, the γLi-1 

vanishes; equation (1) thereby reduces to 

 
 

which is a constant, and this forms the basis for use of a 

constant congestion window. 

 

 

 

 

IV. TCP MODIFICATIONS 

 

The key idea here [5] is that we can divide the entire 

lifetime of a TCP connection into a finite number of slots 

such that the connection‘s fair share in the network remains 

almost same in a particular slot, i.e. we may assume that the 
network scenario remains almost static with such slot. A 

change in the available share of a network, due to some 

connections leaving the network or some new connections 

joining, ends a slot and marks the beginning of the next slot. 

Our proposal is to use a constant TCP Congestion Window 

during these slots where the network scenario is assumed to 

remain unchanged. The beginning of a new slot would 

trigger a window recalculation and the cwnd would be set 

according to the connection‘s available share in that slot. 

In the proposed mechanism, we use a bandwidth estimation 

algorithm similar to that of TCPW to obtain an estimate of 
the available fair share. The change in the rtt measurements 

is used as a trigger to move to the recalculation phase from 

the constant window phase (our model uses the knee region 

in the rtt curve as in [15] to detect a change in fare share and 

trigger recalculation). In our model, the Modified TCP 

Sender moves through three distinct phases during its 

lifetime: the startup phase followed by mutually interleaved 

window recalculation phase and constant window phase. 

The three phases are described with some detail as under. 

 

A. The Startup Phase 

 
At connection setup, the sender has no inkling of the 

network scenario. In order to impart dynamic nature, the 

Sender refrains from using typical default values for these 

essential attributes of the connection. The sender uses a slow 

start mechanism as in [1]. The sender continues the slow 

start process for say k rounds, during which it acquires 

various vital information about the network such as the 
minimum rtt measurement, a measure of the network 

bandwidth that the connection etc. After the first k rounds, 

the sender has acquired enough information about the 

network and hence calculates cwnd for the first time.  

 

B. Window Recalculation Phase 

 
When a change in available fair share is detected by the 

trigger, the TCP sender enters this phase. This is the most 

crucial phase of the connection, as in this phase, the cwnd is 

calculated which is kept a constant during the next phase. 

Hence the performance of the sender, how well it utilizes its 

share of the network, depends on the cwnd calculated. 

Along with the window recalculation process, the current 

value of the smoothed rtt measurements, obtained by 

passing the coarse rtt measurements of the individual 

segment through a low pass filter as suggested by Jacobson 

[1], is also archived for future reference. 
An efficient Bandwidth Estimation Algorithm must be in 

place to determine the fair share of the connection in the 

network. The accuracy of this algorithm in determining the 
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network share would determine the performance of the 

Modified TCP Sender. 

 

C. The Constant Window Phase 

 
During this phase of the connection, the cwnd is kept a 

constant irrespective of the number of ACKs received or any 

indications of packet loss like DUPKT or a coarse timeout. 

The sender keeps track of the rtt estimates from the 

segments that have been delivered. If the percentage change 

in the smoothed rtt measurements over the archives rtt 

measure is greater than a specified threshold, the sender 

exits the constant window phase and enters the Window 

Recalculation Phase i.e. if |rttarc–rttvar|/rttarc>β, a window 
recalculation is made. 

The algorithm‘s pseudo code is as follows 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

In the pseudo code, seg_size_ identifies the length of the 

TCP segments in bytes; rttmin is the estimated minimum 

value of rtt throughout the lifetime of the particular 

connection, and Estimated Bandwidth is the Bandwidth 

Estimate obtained by some Bandwidth Estimation 
Algorithm. 

 

V. PERFORMANCE ANALYSIS 

 

In this section, we report on the basic performance behavior 

of the modified TCP senders and its fairness among a 

number of connections sharing a bottleneck link. A 

performance comparison is made with the TCP Reno and 

TCP Westwood [8]-[11] sources operating in similar 

network scenarios. Intermediate node buffer capacity is 

always set equal to the bandwidth delay product for the 
bottleneck link based on literature studied. Increasing the 

buffer capacity further does not have any impact on the 

performance [15]. The traffic model used is FTP with 

infinite data to send so that the sender has data to send 

whenever the network permits, and the packet size is set to 

1000 bytes (1040 bytes with headers) in all experiments. 

The wireless subnet is error prone. In our simulations we 

have used the conventional TCP Sink which responds with 

an ACK for every packet received. There is no congestion or 

error in the ACK path. All simulations have been carried out 

for a period of 250 seconds with the TCP senders 

transmitting data for the entire period of simulation. All the 

simulations have been carried out with 802.11 MAC with a 

maximum available bandwidth of 1Mbps. A Two Ray 

Ground propagation model is used with an Omni-directional 

antenna. The wired subnet is error free while the wireless 

subnet is prone to varying error rates. 

 

 

 

 
 

 

 

 

 

 

 

 

Figure 1: Network Scenario used for simulation 

The performance of the Modified TCP Senders, TCP 

Westwood, and TCP Reno has been compared based on the 

throughput metric, i.e. the number of data packets received 
at the sender. We have analyzed the performance of the 

Constant Congestion Window aspect of the Modified TCP 

to assert that in the time slots when the share of a connection 

in the network remains unchanged, a Constant cwnd TCP 

outperforms the Reno and Westwood sources in situations 

with wireless errors. Our assumption is that the share of a 

connection remains unchanged during the entire period of 

simulation. The optimal cwnd for a given scenario has been 

evaluated the cwnd of the modified TCP Sender has been set 

accordingly. One aspect is to be noted that we are not 

simulating the entire lifetime of a modified TCP sender. 
Rather, our analysis is concentrated only on the Constant 

Congestion Window phase of the connection. 

All simulations in this paper have been carried out using the 

LBL network simulator ns2 [6], [7] with appropriate 

modifications for implementation of the changes in the 

modified TCP sender. For comparison with TCP Westwood, 

the corresponding TCPW modules were used [16]. 

Figure 1 shows a schematic of the scenario used for 

simulation. A number of TCP connections share a common 

wired bottleneck that connects the intermediate router to the 

base station. When there is only one TCP connection in the 

network, there is no loss due to congestion. As a result, any 
packet loss is due to wireless errors. Hence, we can evaluate 

the performance of the Modified congestion control 

algorithm in scenarios where wireless loss is the only cause 

for packet loss. As the numbers of source/receiver pairs are 

increased, gradually the wired link between the router and 

the base station would become congested. Hence packets 

will also be lost both due to congestion as well as wireless 

errors. Hence, the performance of the Modified TCP sender 

in congested networks can also be evaluated using the same 

scenario. 
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A. Constant Bit Error rates 

 

In the scenarios under consideration, the wireless subnet is 

prone to constant bit error rates. Figure 2 compares the 

performance of the Constant cwnd senders for different 

values of cwnd. As is evident, for every scenario, there 

exists a value of cwnd (in some cases more than one) for 
which the performance of the TCP Sender is maximum. 

This is the optimal cwnd for the given network scenario. In 

figure 2, cwnd is expressed in segments. 

As is evident from figure 3, a Constant cwnd TCP 

outperforms the Reno and Westwood senders operating in 

similar network conditions. A 10-15% increase in 

throughput has been obtained as is evident from figure 3. In 

figure 3, the error rates are expressed as percentage. Figure 

4 compares the performance of the TCP variants for 

multiple connections sharing the wired bottleneck and 

hence, packet is lost due to congestion as well. The Constant 
cwnd TCP sender outperforms Reno and Westwood in such 

scenarios as well. 

 

 

 

 

 

 

 

 

 

 
Figure 2: Variation of Throughput with varying cwnd for 

various bit error rates for single S/R pair. 

 

 

 

 

 

 

 

 

 
 

 

Figure 3: Variation of throughput with varying error rates in 

scenarios with constant bit error rates for single S/R pair 

      

  

 

 

 

 

 

 
 

 

 

Figure 4: Variation of Throughput with number of TCP 

connections sharing the link in scenarios with 5% loss in 

constant bit error 

 

 

 

 

 

 

 
 

 

 

Figure 5: Variation of Throughput with varying cwnd error 

for various burst error for single S/R pair 

 

B. Burst Error 

 

This subsection compares the performance of Modified 

TCP, TCP Reno and TCP Westwood based on the 

throughput metric. In the scenarios under consideration, the 
wireless subnet is prone to burst error. The burst error is 

modeled using is a discrete time first order Markov Model. 

The pattern of errors is described by the transition matrix  
 

 

 

Where is pBG the transition from bad to good, i.e., the 

conditional probability that successful transmission occurs 

in a slot given that a failure occurred in the previous slot, 

and the other entries in the matrix are defined similarly. It is 

to be noted that represents 1/(1 - pBB) the average length of a 

burst of errors, which is described by a geometric random 
variable. 

Figure 5 compares the performance of the Constant cwnd 

senders for different values of cwnd. As is evident, for every 

scenario, there exists a value of cwnd (in some cases more 

than one) for which the performance of the TCP Sender is 

maximum. This is the optimal cwnd for the given network 

scenario. In figure 5, cwnd is expressed in segments. 

When comparing the performance of the Constant cwnd 

TCP Sender, the cwnd is set to the optimal value for the 

given scenario. As is evident from figure 6, a Constant cwnd 

TCP outperforms the Reno and Westwood senders operating 
in similar network conditions. A 10-20% increase in 

throughput has been obtained as is evident from figure 6. In 

figure 6, the error rates are expressed as percentage. 

Figure 7 compares the performance of the TCP variants for 

multiple connections sharing the wired bottleneck and 

hence, packet is lost due to congestion as well. The Constant 

cwnd TCP sender outperforms Reno and Westwood in such 

scenarios as well. 

 

 

 

 
 

 

 

 

Figure 6: Variation of throughput with varying error rates in 

scenarios with burst error and for single S/R pair 
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Figure 7: Variation of Throughput with number of TCP   

 connections sharing the link in scenarios with 5% loss in 

burst error 

VI. CHALLENGES IN IMPLEMENTING THE PROPOSED 

MECHANISM 
 

In the earlier sections of the paper, we have proposed Sender 

side modification of the TCP congestion control algorithm. 

There are certain challenges, which need to be met in order 

for this mechanism to work more efficiently. Firstly, the 

bandwidth determination algorithm would be precisely able 

to calculate the available fair share of the connection in the 

network. An incorrect estimation would negate the 
performance enhancement, which would be gained by not 

reducing the window in case of wireless errors. Secondly, 

the triggering mechanism would be able to efficiently 

determine a change in the available fair share of the 

bandwidth in the network. Failure to do so would lead to 

potential over or under utilization of the available fair share 

in case the fair share of the connection decreases or 

increases respectively.  

 

VII. CONCLUSION AND FUTURE WORK 

 

In this paper, we propose a sender side modification of the 
TCP congestion control algorithm. In addition to this 

proposal, we have evaluated and compared the performance 

of the modified TCP sender during a particular phase of its 

lifetime viz. the Constant Congestion Window Phase. The 

simulations performed has shown a throughput enhancement 

of 10-15% as compared to TCP Reno and Westwood in 

cases with constant bit error rates and about 10-20% in cases 

with burst error corresponding to a discrete time first-order 

Markov model.  

One important aspect of operation of this modified TCP is 

that the cwnd should be set to a value optimal for a given 
connection. For this purpose, an efficient Bandwidth 

Estimation Algorithm would be designed that would 

dynamically determine a connection‘s fair share based on 

certain observed and measured parameters. We are working 

on to derive a function that would dynamically determine 

the cwnd during the window recalculation phase.  
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Abstract-This paper is a survey of recent work in the field of 

web recommendation system for the benefit of research on the 

adaptability of information systems to the needs of the users. 

This issue is becoming increasingly important on the Web, as 

non-expert users are overwhelmed by the quantity of 

information available online, while commercial Web sites strive 

to add value to their services in order to create loyal 

relationships with their visitors-customers. This article views to 

provide a remedy for the negative effects of the traditional one-

size-fits-all approach is to enhance the system's ability to adapt 

its own behavior to the user’s characteristics, such as goals, 

tasks, interests, that are stored in user profiles by 

implementing a variety of algorithms. The enormous content of 

information on the World Wide Web makes it obvious 

candidate for Web Recommendation System research. Web 

based application facing with large amount of data. In order to 

produce the portal usage patterns and user behaviors, Web 

recommendation system consists of three main phases, namely 

Data Preprocessing, Pattern Discovering and Pattern Analysis. 

Server log files become a set of raw data where it must go 

through with all the Web recommendation system phases to 

produce the final results. Here, Web recommendation system, 

approach has been combining with the basic Association Rules, 

Apriori Algorithm to optimize the content of the E-application 

portal. Finally, this paper will present an overview of results 

analysis and can use the findings for the suitable valuable 

actions. 

I. INTRODUCTION 

 

n abundant amount of information is created and 

delivered over electronic media. Users risk becoming 

overwhelmed by the flow of information, and the users lack 

adequate tools to help them manage the situation. 

Information filtering (IF) is one of the methods that are 

rapidly evolving to manage large information flows. The 

aim of IF is to expose users to only information that is 

relevant to them. Many IF systems have been developed in 

recent years for various application domains. Information 
filtering systems can help users by eliminating the irrelevant 

information and by bringing the relevant information to the 

user's attention. Filters are mediators between the sources of 

information and their end-users. 

The system is based on a user modeling component [21], 

designed for building and maintaining long term models of 

individual Internet users. Presently the system acts as an 

intelligent interface for the Web search engines. The 

experimental results we have obtained are encouraging and 

support the choice of adaptive Information Filtering.  Its 

main goal is the management of the information overload 

and increment of the semantic signal-to-noise ratio. To do 

this the user's profile is compared to some reference 

characteristics. These characteristics may originate from the 

information item (the content-based approach) or the user's 

social environment (the collaborative filtering 

approach).Whereas in information transmission electronic 
filters are used against syntax-disrupting noise on the bit-

level, the methods employed in information filtering act on 

the semantic level. The range of machine methods employed 

builds on the same principles as those for information 

extraction [1]. A notable application can be found in the 

field of email spam filters. Thus, it is not only the 

information explosion that necessitates some form of filters, 

but also inadvertently or maliciously introduced pseudo-

information. 

The different systems use various methods, concepts, and 

techniques from diverse research areas like: Information 
Retrieval, Artificial Intelligence, or Behavioral Science. 

Various systems cover different scope; have divergent 

functionality, and various platforms. There are many 

systems of widely varying philosophies, but all shares the 

goal of automatically directing the most valuable 

information to users in accordance with their User Model, 

and of helping them use their limited reading time most 

optimally. 

When a user interacts with the system for the first time, the 

user model needs to be made from scratch. In order to 

quickly build a reliable model an interview is proposed to 

the user, expressing an interest score for each of the domain 
categories. The user sets a query to the system that in turn 

posts it to the external WWW search engine, obtaining 

documents that are filtered and returned to the user. In the 

filtering process the systems works using two different 

levels of refinement, a first, coarse one, and a more 

elaborate step that takes place only if the first stage 

succeeds. During the normal usage the system offers a series 

of panels, being the first the filtering panel [19]. Here at the 

left is shown the list of documents retrieved by the search 

engine given the user query. 

For an easier usage the system automatically sorts the 
document lists so to help the user locating the best 

documents. The user browses the needed documents by 

double-clicking on them, and then he can express a simple 

feedback [15] among three different values: very good, good 

or bad, in order to ease the burden on the user as 

recommended. In this way the system can modify the user 

A 
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model accordingly to user's preferences [3 and 4]. 

Furthermore, a system objects browser has been provided in 

order to allow the user to inspect all the system's data 

structures with an effective graphical interface to shorten the 

semantic gap between the user and the system. In the next 

section the user modeling component is presented. 

 
II. RECOMMENDATION SYSTEMS 

 

 

 

 
 

Recommender systems are active information filtering 

systems that attempt to present to the user information items 

(movies, music, books, news, web pages) the user is 

interested in. These systems add information items to the 

information flowing towards the user, as opposed to 

removing information items from the information flow 

towards the user. Typically, a recommender system 

compares the user's profile to some reference characteristics, 

and seeks to predict the rating that a user would give to an 
item they had not yet considered [20].  Recommender 

systems use collaborative filtering approaches or a 

combination of the collaborative filtering and content-based 

filtering approaches, although content-based recommender 

systems do exist [7]. 

Web-based Recommender Systems (RS) are recently 

applied to provide different type of customized information 

for their users. The Recommender Systems are applied in 

many areas such as: web-browsing, information filtering, 

net-news or movie recommender and e-Commerce. The 

central element of all recommender systems is the user 

model that contains knowledge about the individual 
preferences which determine his or her behavior in a 

complex environment of web-based systems. User 

modelings as well as RS are characterized by cross-

fertilization of various research fields such as: Information 

Retrieval, Artificial Intelligence, Knowledge 

Representation, Discovery and Data/Text Mining, 

Computational Learning and Intelligent and Adaptive 

Agents. The alternating information environment that is 

combined of various users, their needs and contexts of use 

as well as different system platforms necessitates application 

of recommender systems. 
The ever increasing importance of the e-Commerce in the 

global economy also increases the importance of web-based 

RS‘s. RS systems are developed by different domains such 

as personal agents and adaptive hypermedia. The 

personalized hypermedia application is defined as a 

hypermedia system that adapts: the content, structure, and/or 

presentation of the web objects to each individual user‘s 

model. RS‘s are applied in many different areas from web 

browsing for purchase recommendation. Montaner et. al in 

their work present comprehensive taxonomy of the 

recommender agents. In this taxonomy the following two 

dimensions are considered: profile generation and 

maintenance, and profile exploitation. The dimension of 

profile generation and maintenance considers the following 

elements: user profile representation, initial profile 
generation, profile learning technique and relevance 

feedback [22]. 

 

III. CLASSIFICATION OF RECOMMENDATION SYSTEM 

 

Many groups have built various types of systems that 

recommend pages to web users. This section will summarize 

several of those systems, and discuss how they differ from 

our approach. The objective of collecting user information is 

to create a profile that describes user characteristics. The 

more common techniques are explicit profiling, implicit 

profiling, and use of legacy data: 
Explicit profiling: Each user is asked to fill in a form when 

visiting the web site. This method has the advantage of 

letting users specify directly their interests. 

Implicit profiling: The user‘s behavior is tracked 

automatically by the system. This method is generally 

transparent to the user. Often, user registration is saved in 

what is called a cookie that is kept at the browser and 

updated at each visit. Behavior information is generally 

stored in a log file. 

Legacy data: The Legacy data provides a rich source of 

profile information for known users. 
 

IV. A SURVEY ON WEB RECOMMENDATION 

 

Piatetsky-Shapiro et. al., discusses in [5] personalization is a 

process of gathering and storing information about visitors 

of a web site, analyzing the stored information, and, based 

on this analysis, delivering the right information to each 

visitor at the right time. A personalization component should 

be capable to recommend documents and/or other web sites, 

promote products, make appropriate advice, target e-mail, 

etc. Personalization is increasingly used as a mean to 
expedite the delivery of information to a visitor, making the 

site useful and attractive so that the visitor is stimulated to 

return to it. For this, personalization is one of the e-business 

web sites. 

A personalization component builds and exploits models or 

profiles of the users interacting with the system. A user 

profile is a (possibly structured) representation of 

characteristics of that user, in order to take into accounts his 

or her needs, goals, and interests.  

 

A. Recommendation System Using Apriori Algorithm 

 
R. Agrawal et. al., discusses in [2] that recommendation 

system using apriori algorithms a classic algorithm for 

learning association rules [13]. Apriori is designed to 

operate on databases containing transactions (for example, 

collections of items bought by customers, or details of a 
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website frequentation). Other algorithms are designed for 

finding association rules in data having no transactions 

(Winepi and Minepi), or having no timestamps (DNA 

sequencing). 

As is common in association rule mining, given a set of 

itemsets (for instance, sets of retail transactions, each listing 

individual items purchased), the algorithm attempts to find 
subsets which are common to at least a minimum number C 

of the item sets. Apriori uses a bottom up approach, where 

frequent subsets are extended one item at a time (a step 

known as candidate generation), and groups of candidates 

are tested against the data. The algorithm terminates when 

no further successful extensions are found. 

 

B. Rule-Based Techniques 

 
Rule-based techniques exploit a set of rules specified in the 

system in order to drive personalization. Cross-selling is an 

e-business example of the rule-based technique: a rule could 

be specified to offer product X to a customer who has just 

bought product Y. For example, a customer of a book might 

be interested in current or previous books by the same 

author or in books on the same subject. 

 
C. Item-Based Collaborative Filtering 

 
Bardul M. Sarwar et. al., projected a different approach in 
the area of filtering algorithms, that was suggested recently 

[28] [29], is based on item relations and not on user 

relations, as in classic Collaborative Filtering. In the Item-

based Collaborative Filtering algorithm, we look into the set 

of items, that the active user, has rated, compute how similar 

they are to the target item and then select the k most similar 

items {i1, i2, ..., ik}, based on their corresponding 

similarities {si1, si2, ..., sik}. The predictions can then be 

computed by taking a weighted average of the active user‘s 

ratings on these similar items. The first step in this new 

approach is the Representation. Its purpose is the same as 
with the classic Collaborative Filtering algorithm: represent 

the data in an organized manner.  

 The Item Similarity Computation should be calculated. The 

basic idea in that step is to first isolate the users who have 

rated two items ij and ik and then apply a similarity 

computation technique to determine their similarity. Various 

ways to compute that similarity have been proposed.  

 

D. Content-Boosted Collaborative Filtering 

 

Emmanouil G. Vozalis et. sl., estimated in [31] the basic 

idea behind Content-Boosted Collaborative Filtering is to 
use a content-based predictor to enhance existing user data, 

expressed via the user-item matrix, R, and then provide 

personalized suggestions through collaborative filtering. The 

content-based predictor is applied on each row from the 

initial user-item matrix, corresponding to each separate user, 

and gradually generates a pseudo user-item matrix, PR. At 

the end, each row, i, of the pseudo user-item matrix PR 

consists of the ratings provided by user ui, when available, 

and those ratings predicted by the content-based predictor. 

  Memory-based filtering algorithms include the basic 

Collaborative Filtering algorithm [30], Item-based 

Collaborative Filtering [28] and the Algorithm using 

SVD/LSI for Prediction Generation [31]. Correlation-based 

vs. Machine Learning based algorithms Billsus and Pazzani 
attempt [24], through their work described in [32], to 

transform the formulation of the recommendation problem, 

as viewed by the classic Collaborative Filtering algorithm, 

into a Machine Learning problem, where any supervised 

learning algorithm can be drawn and applied. They are 

based on the assumption that while correlation based 

approaches seems to work well in the specific domain.  

 

E. The Weighted Combination of Content-based and 

Collaborative 

 
Filtering defines two distinct filtering components. The first 

component implements plain Collaborative Filtering, while 

the second component implements Content based Filtering. 

The final rating prediction is calculated as a weighted sum 

of those components, where the applied weights are decided 

by how close is the prediction of each component to the 

actual rating. 

 

V. PRESENT SCENARIO OF RESEARCH IN 

RECOMMENDATION  SYSTEM 
 

Recommender systems have been evaluated in many, often 

incomparable, ways. In the present scenario the user tasks 

being evaluated, the types of analysis and datasets being 

used, the ways in which prediction quality is measured, the 

evaluation of prediction attributes other than quality, and the 

user-based evaluation of the system as a whole. In addition 
to reviewing the evaluation strategies used by prior 

researchers, we present empirical results from the analysis 

of various accuracy metrics on one content domain where all 

the tested metrics collapsed roughly into three equivalence 

classes. Metrics within each equivalency class were strongly 

correlated, while metrics from different equivalency classes 

were uncorrelated. 

 

Dimensions for User Evaluation 

Explicit (ask) vs. implicit (observe) A basic distinction is 

between evaluations that explicitly ask users about their 
reactions to a system and those that implicitly observe user 

behavior. The first type of evaluation typically employs 

survey and interview methods. The second type usually 

consists of logging user behavior, then subjecting it to 

various sorts of analyses. 

 

VI. CHALLENGING PROBLEMS IN RECOMMENDATION 

SYSTEM 

 

The several current challenges of the recommender systems 
are considered in this section. The first set of challenges 

concerns issues of bringing people together into 

communities of interest. A major concern here is respecting 

http://en.wikipedia.org/wiki/Association_rule_mining
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people‘s privacy. The second challenge is to create 

recommendation algorithms that combine multiple types of 

information, probably acquired from different sources at 

different times. 

Establishing the user tasks to be supported by a system, and 

selecting a data set on which performance enables empirical 

experimentation – scientifically repeatable evaluations of 
recommender system utility. A majority of the published 

empirical evaluations of recommender systems to date has 

focused on the evaluation of a recommender system‘s 

accuracy. We assume that if a user could examine all items 

available, they could place those items in a ordering of 

preference. Accuracy metric empirically measures how 

close a recommender system‘s predicted ranking of items 

for a user differs from the user‘s true ranking of preference. 

Accuracy measures may also measure how well a system 

can predict an exact rating value for a specific item. 

Researchers who want to quantitatively compare the 

accuracy of different recommender systems must first select 
one or more metrics. In selecting a metric, researchers face a 

range of questions. Will a given metric measure the 

effectiveness of a system with respect to the user tasks for 

which it was designed? Are results with the chosen metric 

comparable to other published research work in the field? 

Are the assumptions that a metric is based on true? Will a 

metric be sensitive enough to detect real differences that 

exist? How large a difference does there have to be in the 

value of a metric for a statistically significant difference to 

exist? Complete answers to these questions have not yet 

been substantially addressed in the published literature. 
The challenge of selecting an appropriate metric is 

compounded by the large diversity of published metrics that 

have been used to quantitatively evaluate the accuracy of 

recommender systems. This lack of standardization is 

damaging to the progress of knowledge related to 

collaborative filtering recommender systems. With no 

standardized metrics within the field, researchers have 

continued to introduce new metrics when they evaluate their 

systems. With a large diversity of evaluation metrics in use, 

it becomes difficult to compare results from one publication 

to the results in another publication. As a result, it becomes 
hard to integrate these diverse publications into a coherent 

body of knowledge regarding the quality of recommender 

system algorithms. 

VII. FUTURE 

 

Recommender systems are a powerful new technology for 

extracting additional value for a business from its customer 

databases. The systems help customers find products they 

want to buy from a business. Recommender systems benefit 

customers by enabling them to find products they like. 

Conversely, they help the business by generating more sales. 

Recommender systems are rapidly becoming a crucial tool 

in E-commerce on the Web. Recommender systems are 

being stressed by the huge volume of customer data in 

existing corporate databases, and will be stressed even more 

by the increasing volume of customer data available on the 

Web. New technologies are needed that can dramatically 
improve the scalability of recommender systems. 

Web recommendation system is seen as a fully automated 

process, powered by operational Knowledge. A number of 

systems following many approaches have been developed, 

using methods and techniques from Web recommendation 

system. In addition to the functions employed by existing 

systems, many other interesting ones have been neglected so 

far. The combination of recommendation and customization 
functionality has been seen as the main solution to the 

information overload problem and the creation of loyal 

relations between the Web site and its visitors. However, 

other functions such as task performance support and user 

tutoring can certainly improve the experience of a Web site 

visitor. It should be noted at this point, that Web 

recommendation is a very active research field and new 

approaches related to its application appear on a regular 

basis. As a result, there are a number of unsolved technical 

problems and open issues. Some of these have been 

presented in this survey. New techniques and possibly new 

models for acquiring data are needed. One serious issue 
concerning data collection is the protection of the user‘s 

privacy. A poll by KDnuggets (15/3/2000 to 30/3/2000) 

revealed that about 70% of the users consider Web 

recommendation as a compromise of their privacy. Thus, it 

is imperative that new tools are transparent to the user, by 

providing access to the data collected and clarifying the use 

of these data, as well as the potential benefits for the user. 

At the same time, one should be very careful not to burden 

the user with long-winded form-filling procedures, as these 

discourage users from accessing a Web site. Even the simple 

process of user registration is unacceptable for some Web-
based services.  

In addition to the various improvements to the Web 

recommendation system process, there are a number of other 

issues, which need to be addressed in order to develop 

effective Web personalization systems. From the open 

issues that were mentioned in this survey, the treatment of 

time in the user models can be distinguished as being 

particularly difficult.  The main source of difficulty is that 

the manner in which the behavior of users changes over time 

varies significantly with the application and possibly the 

type of the user. Therefore, any solution to this problem 
should be sufficiently parametric to cater for the 

requirements of different applications. It is therefore evident 

that the integration of Web recommendation system using 

apriori algorithm has introduced a number of 

methodological and technical issues, some of which are still 

open. At the same time the potential of this synergy between 

the two processes has barely been realized. As a result, a 

number of interesting directions remain unexplored. This 

survey has identified promising directions, providing at the 

same time a vehicle for exploration, in terms of Web 

recommendation system tools and methods. 

 
VIII. CONCLUSIONS 

 

Web using recommendation system is an emerging 

technology that can help in producing personalized Web-

based systems. This article provides a survey of the work in 

recommendation system, focusing on its application and 



www.manaraa.com

Global Journal of Computer Science and Technology Vol. 9 Issue 5 (Ver  2.0), January 2010     P a g e  | 34 

 
future. The survey aims to serve as a source of ideas for 

people working on the recommendation of information 

systems, particularly those systems that are accessible over 

the Web. Since the current web is largely unorganized and 

there is a rapid growth of information volumes, the 

recommendation system whose major purpose is to reduce 

irrelevant content and to provide users with more pertinent 
and tailored information becomes an important research 

area. A key issue in this area is how to discover user's 

interest and behavior effectively. 

The selection of the Apriori algorithm for performing Web 

recommendation system is because, Apriori algorithm is a 

common recommendation technique for association based 

analysis. By applying this algorithm to the user systems, the 

relationship between the accessed pages and visitors can be 

efficiently maintained. The Web usage patterns and user 

behavior also can analyze by using this algorithm where the 

descriptive statistic approach cannot perform this analysis. 
The results and findings for this analysis are more reliable 

but less of accuracy because of the Apriori algorithm 

properties where the same selected item sets are always 

counted. The results or findings from this experimental 

analysis are surely useful for Web administrator in order to 

improve Web services and performance through the 

improvement of Web sites, including their contents, 

structure, presentation, and delivery.  

We hope that the framework and survey presented in this 

paper will lead to research that is more systematic on 

recommendation system using apriori algorithm. 
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Fast Association Rule Mining Algorithm for 

Spatial Gene Expression Data 
 

M.Anandhavalli #1, M.K.Ghose#2, K.Gauthaman*3

 
 Abstract- One of the important problems in data mining is 

discovering association rules from spatial gene expression data 

where each transaction consists of a set of genes and probe 

patterns. The most time consuming operation in this 

association rule discovery process is the computation of the 

frequency of the occurrences of interesting subset of genes 

(called candidates) in the database of spatial gene expression 

data. A fast algorithm has been proposed for generating 

frequent itemsets without generating candidate itemsets along 

with strong association rules. The proposed algorithm uses 

Boolean vector with relational AND operation to discover 

frequent itemsets. Experimental results shows that combining 

Boolean Vector and relational AND operation results in 

quickly discovering of frequent itemsets and association rules 

as compared to general Apriori algorithm . 

 Keywords-Spatial Gene expression data, Association Rule, 
Frequent itemsets, Boolean vector, relational AND 

operation, Similarity Matrix. 

 
I. INTRODUCTION 

 

here has been a great explosion of genomic data in 

recent years. This is due to the advances in various 

high-throughput biotechnologies such as spatial gene 

expression database. These large genomic data sets are 

information-rich and often contain much more information 

than the researchers who generated the data might have 
anticipated. Such an enormous data volume enables new 

types of analyses, but also makes it difficult to answer 

research questions using traditional methods. Analysis of 

these massive genomic data has two important goals: 

I) To try to determine how the expression of any 

particular gene might affect the expression of other 

genes 

II) To try to determine what genes are expressed as a 

result of certain cellular conditions, e.g. what 

genes are expressed in diseased cells that are not 

expressed in healthy cells? 

 The most popular pattern discovery method in data mining                  
is association rule mining. Association rule mining was 

introduced by [4]. It aims to extract interesting correlations, 

frequent patterns, associations, or casual structures among 

sets of items in transaction databases or other data 

repositories. The relationships are not based on inherent 
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properties of the data themselves but rather based on the co-

occurrence of the items within the database. 

 The associations between items are commonly expressed in 

the form of association rules. In this setting, attributes which 

represents items are assumed to have only two attributes and 

thus referred as Boolean attributes. If an item is contained in 

a transaction, the corresponding attribute value will be 1; 

otherwise the value will be 0. Many interesting and efficient 

algorithms have been proposed for mining association rules 

for these Boolean attributes, for examples, Apriori [3], DHP 

[6], and partition algorithms [7]. Currently most association 

mining algorithms are dedicated to frequent itemsets 
mining. These algorithms are defined in such a way that 

they only find rules with high support and high confidence. 

A characteristic of frequent itemsets mining is that it relies 

on there being a meaningful minimum support level that is 

sufficiently high to reduce the number of frequent itemsets 

to a manageable level. A huge calculation and a complicated 

transaction process are required during the frequent itemsets 

generation procedure. Therefore, the mining efficiency of 

the Apriori-like algorithms is very unsatisfactory when 

transaction database is very large particularly spatial gene 

expression database. 

 In this paper, an attempt has been made to propose a novel 
algorithm for mining association rule from spatial gene 

expression data. 

II. MATERIALS AND METHODS 

A. Spatial Gene Expression Data 

 
 The Edinburgh Mouse Atlas gene expression database 

(EMAGE) is being developed as part of the Mouse Gene 
Expression Information Resource (MGEIR) [1] in 

collaboration with the Jackson Laboratory, USA. EMAGE 

(http://genex.hgu. mrc.ac.uk/Emage/database) is a freely 

available, curated database of gene expression patterns 

generated by in situ techniques in the developing mouse 

embryo. The spatial gene expression data are presented as 

N×N similarity matrix. Each element in the matrix is a 

measure of similarity between the corresponding probe 

pattern and gene-expression region. The similarity is 

calculated as a fraction of overlap between the two and the 

total of both areas of the images. This measurement is 
intuitive, and commonly referred to as the Jaccard index [2]. 

When a pattern is compared to itself, the Jaccard value is 1 

because the two input spatial regions are identical. When it 

is compared to another pattern, the Jaccard Index will be 

less than one. If the Jaccard Index is 0, the two patterns do 

not intersect. If a Jaccard Index value is close to 1, then the 

two patterns are more similar. 

However, biologists are more interested in how gene 

expression changes under different probe patterns. Thus, 

these similarity values are discretized such that similarity 

T 
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measure greater than some predetermined thresholds and 

converted into Boolean matrix. 

 

B. Data Preprocessing 

 

Preprocessing is often required before applying any data 

mining algorithms to improve performance of the results. 
The preprocessing procedures are used to scale the data 

value either 0 or 1. The values contained in the spatial gene 

expression matrix had to be transformed into Boolean values 

by a so-called discretization phase. In our context, each 

quantitative value has given rise to the effect of four 

different discretization procedures [2]: Max minus x% 

method, Mid-range-based cutoff method, x% cut off and x% 

of highest value method. 

Max minus x% procedure consists of identifying the highest 

expression value (HV) in the data matrix, and defining a 

value of 1 for the expression of the gene in the given data 

when the expression value was above HV – x% of HV 
where x is an integer value. Otherwise, the expression of the 

gene was assigned a value of 0 (Figure 1a). 

Mid-range-based cutoff (Figure 1b) identifies the highest 

and lowest expression values in the data matrix and the mid-

range value is defined as being equidistant from these two 

numbers (their arithmetic mean). Then, all expression values 

below or equal to the mid-range were set to 0, and all values 

strictly above the mid-range were set to 1. 

x% of highest value approach (Figure 1c) identifies data in 

which its level of expression is in the 5% of highest values. 

These are assigned the value 1, and the rest were set to 0. 
Value greater than x% approach (Figure 1d) identifies the 

level of expression and assigns the value 1 when it is greater 

than given percentage and the rest are set to 0. 

From these four different procedures resulted in different 

matrix densities, the first and last procedure resulted in the 

same number of Boolean 1 results for all gene expressions, 

whereas the second and fourth procedure generated same 

densities of 1, depending on the gene expression pattern 

throughout the various data matrix. From the similarity 

matrix, two different sets of transactions are constructed, 

which in turn lead to two different types of association rules. 
I) The items I are genes from the data set, where a 

transaction T ⊆ I consists of genes that all have an 

expression pattern intersecting with the same probe 

pattern. 

II) The items I are the probe patterns, where a 

transaction T ⊆ I consists of probe patterns all 

intersecting with the expression patterns in the 

same image. 

To create the first type of transactions, we take for each 

probe pattern r, every gene g from which its associated gene 

expression pattern ge satisfies the minimum similarity β, 

i.e., similarity(r, ge) > β, to form the itemsets. 

The second type of transactions is created in a similar way. 

For each gene expression pattern g in the database we create 

an itemsets that consists of a set of probe patterns that 
intersect with the gene expression pattern ge. Each probe 

pattern r must satisfy the minimum similarity β, i.e.., 

similarity(r, ge) > β, to get included in the itemsets. 

 

 

 

 

 
 

 

 

 

 

Fig.1a Results of Max minus 25% method 

 

 

 

 

 

 
 

 

 

 

Fig.1b. Results of Mid-range-based cutoff 

 

 

 

 

 

 
 

 

 

 

 

Fig.1c. Results of x% of highest value approach 

 

 

 

 

 
 

 

 

 

 

 

Fig.1c. Results of x% of highest value approach.  

Fig.1. Schematic description of the discretization protocols 

used. 
 

C. Association Rule Mining 

 

The Apriori-like algorithms adopt an iterative method to 

discover frequent itemsets. The process of discovering 
frequent itemsets need multiple passes over the data. .The 

algorithm starts from frequent 1-itemsets until all maximum 

frequent itemsets are discovered. The Apriori-like 

algorithms consist of two major procedures: the join 
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procedure and the prune procedure. The join procedure 

combines two frequent k-itemsets, which have the same (k-

1)-prefix, to generate a (k+1)-itemset as a new preliminary 

candidate. Following the join procedure, the prune 

procedure is used to remove from the preliminary candidate 

set all itemsets whose k-subset is not a frequent itemsets [3].  

From every frequent itemset of k>=2, two subsets A and C, 
are constructed in such a way that one subset C, contains 

exactly one item in it and remaining k-1 items will go to the 

other subset A. By the downward closure properties of the 

frequent itemsets these two subsets are also frequent and 

their support is already calculated. Now these two subsets 

may generate a rule A →C, if the confidence of the rule is 

greater than or equal to the specified minimum confidence. 

 

D. Algorithm Details 

 

I) Let I={i1, i2, …, in} be a set of items, where each 
item ij corresponds to a value of an attribute and is 

a member of some attribute domain Dh={d1, d2, 

…, ds}, i.e. ij Є Dh. If I is a binary attribute, then 

the Dom (I)={0,1}. A transaction database is a 

database containing transactions in the form of (d, 

E), where d ∈ Dom(D) and E ⊆ I.  

II) Let D be a transaction database, n be the number of 

transactions in D, and minsup be the minimum 

support of D. The new_support is defined as 

new_support = minsup × n.  

III) Proposition 1: By Boolean vector with AND 
operation, if the sum of „1‟ in a row vector Bi is 

smaller than k, it is not necessary for Bi to involve 

in the calculation of the k- supports.  

IV) Proposition 2: According to [5], Suppose Itemsets 

X is a k-itemsets; |FK-1(j)| presents the number of 

items „j‟ in the frequent set FK-1. There is an item j 

in X. If | FK-1(j)| is smaller than k-1, itemset X is 

not a frequent itemsets.  

V) Proposition 3: |FK| presents the number of k-

itemsets in the frequent set FK. If |FK| is smaller 

than k+1, the maximum length frequent itemsets is 

k.  
The proposed algorithm for finding the association rules in 

terms of spatial gene expression data in the form of 

similarity matrix consists of five phases as follows. 

1. Transforming the similarity matrix into the 

Boolean matrix 

2. Generating the set of frequent 1-itemsets F1 

3. Pruning the Boolean matrix 

4. Generating the set of frequent k-itemsets Fk(k>1) 

5. Generating association rules from the generated 

frequent itemsets with confidence value greater 

than a predefined threshold (minconfidence). 
A detailed description of the proposed algorithm is 

described as follows: 

Input: Spatial Gene Expression data in similarity matrix 

(M), the minimum support, and minimum confidence. 

Output: Set of frequent itemsets F and Association rules. 

1. Normalize the data matrix M and transformed into 

Boolean 

  Matrix B;  

// Frequent 1-itemset generation 

2. For each column Ci of B 

3. If sum(Ci) >= new_support 

4. F1 = { Ii}; 

5. Else delete Ci from B;  

// By Proposition 1 
6. For each row Rj of B 

7. If sum(Rj) < 2 

8. Delete Rj from B;  

// By Proposition 2 and 3 

9. For (k=2; | Fk-1| > k-1; k++) 

10. {  

// Join procedure 

11. Produce k-vectors combination for all columns of 

B; 

12. For each k-vectors combination { Bi1, Bi2,…Bik} 

13. { E= Bi1 ∩ Bi2 ∩.…∩Bik 
14. If sum(E) >= new_support 

15. Fk = { Ii1, Ii2,…Iik} 

16. }  

// Prune procedure 

17. For each item Ii in Fk 

18. If |Fk(Ii)| < k 

19. Delete the column Bi according to item Ii from B; 

20. For each row Rj of B 

21. If sum(Bj) < k+1 

22. Delete Bj from B; 

23. k=k+1 

24. } 
25. Return F = F1UF2….UFk 

26. For all Fk k >= 2 do 

27. For all i <= k do 

28. c=Fk[i] 

29. a = Fk – c 

30. if((new_support(Fk)/ new_support(a) >= 

minconfidence 

31. declare a → c is a rule 

32. enddo 

33. enddo 

 
III. RESULTS AND DISCUSSION 

 

The proposed algorithm was implemented in Java and tested 

on Linux platform. Comprehensive experiments on spatial 

gene expression data has been conducted to study the impact 

of normalization and to compare the effect of proposed 

algorithm with Apriori algorithm. Figure 2 and 3 gives the 

experimental results for execution time (generating frequent 

itemsets and finding rules) vs. user specified minimum 

supports and shows that response time of the proposed 

algorithm is much better than that of the Apriori algorithm. 

In this case, confidence value is set 100% for the rule 
generation, which means that all the rules generated are true 

in 100% of the cases. 
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Fig.2. Performance on Stage 14 of EMAGE Spatial Gene 

expression data (Minsupport vs. Execution time) 

 

 

 

 

 
 

 

 

 
 

 

 

Fig.3. Performance on Stage 17 o EMAGE Spatial Gene 

expression data (Minsupport vs. Execution time) 

 

Figure 4 and 5 gives the experimental results for memory 

usage vs. user specified minimum supports and results show 

that proposed algorithm uses less memory than that of 

Apriori algorithm because of the Boolean and relational 

AND bit operations. 

 
 

Fig.4. Performance on Stage 14 of EMAGE Spatial Gene 
expression data (Minsupport vs. Memory usage) 

 

 

 

 

 

 

 

 

 

 
 

Fig.5. Performance on Stage 17 of EMAGE Spatial Gene 

expression data (Minsupport vs. Memory usage) 

 

 

 

 

 

 

 
 

 

 

 

Fig.6. Association rules and Minimum support in Apriori 

algorithm 

 

 

 

 

 

 
 

 

 

 

 

 

Fig.7. Association rules and Minimum suppport in Proposed 

algorithm 

 

The number of association rules decreases along with an 

increase in minimum support (or minimum confidence) 
under a given specific minimum confidence, which shows 

an appropriate Minsupport (or Minconf) can constraint the 

number of association rules and avoid the occurrence of 

some association rules so that it cannot yield a decision. 

These results have shown in Figures 6-7. The results are as 

expected and quite consistent with our intuition. 

 

IV. CONCLUSION 

 

In this paper, a novel method of mining frequent itemsets 

and strong association rules from the spatial gene expression 
data is proposed to generate frequently occur genes very 

quickly. The proposed algorithm does not produce candidate 

itemsets, it spends less time for calculating k-supports of the 

itemsets with the Boolean matrix pruned, and it scans the 

database only once and needs less memory space when 

compared with Apriori algorithm. Finally, the large and 

rapidly increasing compendium of data demands data 

mining approaches, particularly association rule mining 

ensures that genomic data mining will continue to be a 

necessary and highly productive field for the foreseeable 

future. 
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Abstract-The traffic load of wireless LANs is often unevenly 

distributed among the access points (APs), which results in 

unfair bandwidth allocation among Mobile Users. We argue 

that the load imbalance and consequent unfair bandwidth 

allocation can be greatly reduced by intelligent association 

control. In this paper, we present an efficient solution to 

determine the user-AP associations for bandwidth allocation. 

We show the strong correlation between fairness and load 

balancing, which enables us to use load-balancing techniques 

for obtaining optimal fair bandwidth allocation. As this 

problem is NP-hard, we devise algorithms that achieve 

constant factor approximation. In our algorithms, we first 

compute a distributed association solution, in which users can 

be associated with multiple APs simultaneously with variable 

bandwidth. This solution guarantees the fairest bandwidth 

allocation in terms of Max-min fairness; we obtain the integral 

solution from the fractional solution by distributed association 

algorithm. We also consider time fairness and present a 

polynomial-time algorithm for optimal integral solution and it 

is ensure that zero percent data loss. 

Keywords- Distributed Association algorithms, IEEE 802.11 
WLANs, load balancing. 

 
I. INTRODUCTION 

 

ecent studies on operational Wireless LANS (WLANs) 

have shown that the traffic load is often distributed 

unevenly among the access points (APs) for Mobile Users 

(MU). In WLANs, by default, each user scans all available 

channels to detect its nearby APs and associate itself with 

the AP that has the strongest received signal strength 

indicator (RSSI), while ignoring its load condition. As users 

are, typically, not uniformly distributed, some APs tend to 

suffer from heavy load while adjacent APs may carry only 
light load or be idle. Such load imbalance among APs is 

undesirable as it hampers the network from providing fair 

services to its users. As suggested in existing studies the 

load imbalance problem can be alleviated by balancing the 

load among the APs via intelligently selecting the user-AP 

association, termed association control. Association control 

can be used to achieve different objectives. For instance, it 

can be used to maximize the overall system throughput by 

shifting users to idle or lightly loaded APs and allowing 

each AP to serve only the users with maximal data rate. 

Clearly, this objective is not a desired system behavior from 
the fairness viewpoint. A more desirable goal is to provide 

network-wide fair bandwidth allocation, while maximizing 

the minimal fair share of each user. This type of fairness is 

known as maxmin fairness. Informally, a bandwidth 

allocation is max-min fair if there is no way to give more 

bandwidth to any user without decreasing the allocation of a 

user with less or equal bandwidth. In this paper, we present 

efficient user-AP association control algorithms that ensure 
maxmin fair bandwidth allocation and we show that this 

goal can be obtained by balancing the load on the APs. 

 

II. REVIEW OF LITERATURE 

 

Load balancing in WLANs has been intensely studied. In 

[1], association algorithm has been proposed for efficient 

bandwidth allocation with constant bandwidth. [3]- [4] on 

operational Wireless LANS (WLANs) have shown that the 

traffic load is often distributed unevenly among the access 

points (APs). In WLANs, by default, each user scans all 

available channels to detect its nearby APs and associate 
itself with the AP that has the strongest received signal 

strength indicator (RSSI), while ignoring its load condition. 

As users are, typically, not uniformly distributed, some APs 

tend to suffer from heavy load while adjacent APs may 

carry only light load or be idle. Such load imbalance among 

APs is undesirable as it hampers the network from providing 

fair services to its users. As suggested in existing studies 

[6]-[7] the load imbalance problem can be alleviated by 

balancing the load among the APs via intelligently selecting 

the user- AP association, termed association control. 

Association control can be used to achieve different 
objectives. In [7]-[9], different association criteria are 

proposed. These metrics typically take into account factors 

such as the number of users currently associated with an AP, 

the mean RSSI, the RSSI of the new user and the bandwidth 

a new user can get if it is associated with an AP in [8]. 

Various WLAN vendors have incorporated proprietary 

features in the device driver‘s firmware [10], [11]. In these 

proprietary solutions, the APs broadcast their load 

conditions to the users via the Beacon messages and each 

user chooses the least loaded AP. Propose to associate new 

users with the AP that can provide a minimal bandwidth 

required by the user. If there is more than one such AP, the 
one with the strongest signal is selected. Most of these 

heuristics only determine the association of newly arrived 

users. Tsai and Lien [8] propose to reassociate users when 

some conditions are violated. Load balancing in cellular 

networks is usually achieved via dynamic channel allocation 

(DCA) [12]. 

III. WIRELESS AND WIRED BOTTLENECKS 

 

However, the wireless link is generally considered as the 

bottleneck. This assumption is not always valid. For 

R 

GJCST Classifications: 
C.2.4, C.2.1 
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instance, consider a WLAN where the APs are connected to 

the infrastructure 

 

 

 

 

 
 

 

 

 

 

Fig. 1. Examples of bottlenecks both over the wireless and 

the wired links. (a) An unfair association. (b) The optimal 

association. 

T1 lines, whose capacity is around 1.5 Mb/s, as illustrated in 

Example 2. Example 2 demonstrates the need to consider 

both the wireless and the wired links for load balancing. 
Example 2: Consider a wireless system with 2 APs, a and b , 

and 6 users, enumerated from 1 to 6, as depicted in Fig. 1. 

Users 1,2,3 and 4 experience a bit rate of 2 Mb/s from both 

APs,A while users 5 and 6 have a bit rate of 1 Mb/s from 

both APs. TheB APs are connected to a fixed network with 

T1 lines with capacityC of 1.5 Mb/s. In the following, we 

consider two possible associations and we analyze the 

average bandwidth that they provide to the users. 

Case I: A fair user association only from the wireless 

perspective- Consider the association depicted in Fig. 1(a). 

Here, the system can allocate a bandwidth of 0.5 Mb/s to 

each user over the wireless links. However, while AP a can 
allocate a bandwidth of 0.5 Mb/s to users 5 and 6 on its T1 

line, AP b can only provide 3/8 Mb/s to its associated users 

over its line. In this case, the wireless link of AP is the 

bottleneck that affects the bandwidth allocation. Meanwhile, 

the wired link is the bottleneck of AP. 

Case II: A fair user association- Consider the association 

shown in Fig. 1(b). This association provides a bandwidth of 

0.5 Mb/s to each user over the wired and wireless channels. 

Observe that in this case different users may gain different 

service time on the wireless links and wired backhauls. For 

instance, user 5 captures 1/3 of the service time of the T1 
link of AP, while, it is served 1/2 of the time by its wireless 

channel. This ensures that user 5, indeed, receives a 

bandwidth of 0.5 Mb/s. 

 

IV. FAIRNESS AND LOAD BALANCING 

 

In this section, we provide formal definitions of fair 

bandwidth allocation and load balancing. Additionally, they 

describe some useful properties that we need for 

constructing our algorithmic tools. In the following, we 

consider two association models from this. The first is a 

single-association model, so-called an integral- association, 

where each user is associated with a single AP at any given 

time. This is the association mode used in IEEE 802.11 

networks. The second is a multiple-association model, also 

termed a fractional-association that allows each user to be 

associated with several APs and to get communication 
services from them simultaneously. Accordingly, a user may 

receive several different traffic flows from different APs, 

and its bandwidth allocation is the aggregated bandwidth of 

all of them. This model is used to develop our algorithmic 

tools for the integral- association case. For both association 

models, we denote by Ua all the users that are associated 

with AP a ЄA and denotes the set of APs that user u Є U is 

associated with. 
 

V. DISTRIBUTED ASSOCIATION ALGORITHM 

 

In this section, after exploring the details of distributed AP 

selection algorithm for APs and MUs, we also analyze the 

stability and overhead of the proposed algorithm. 

 

A. Association Algorithm for APs and MUs 

 

By exchanging information among MUs and APs, the 

proposed association scheme can be summarized as Algo.1 
as shown in Fig. 2. In legacy IEEE 802.11 standard, the 

management packets from the AP do not contain any field 

indicating the AP load information. To realize the proposed 

scheme, it is required to add one additional field to the 

beacon and probing packets. Moreover, due to the dynamic 

nature of the wireless network and the mobility of MUs, the 

APs should keep updating the AP load by iterative moving 

average as 

 

 

 

where TΩ is the fixed updating interval and 0≤α≤1 is the 
weighting parameter to tradeoff previously estimated AP 

load and current value. If a MU is not associated with any 

AP in the network, it immediately scans all channels by 

sending probe request messages and receives response 

packets from the available APs. By detecting the respective 

RSSI levels to the APs, each MU can determine the most 

suitable physical data rate for transmitting packets. The 

proposed AP selection strategy is to let each MU choose the 

AP with least estimated load by supposing that it will be 

associated with all available APs. That is, if the newly 

joining MU u can be served by a subset of APs Au ∈ A, the 

estimated AP load on a ∈ Au supposing the association of 

MU u with AP a will be updated as 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

Fig. 2. The distributed algorithm for load balancing in 

WLANs. 
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Then the MU will select an AP as argmina∈Auỹa(t). After 

the MU joins the WLAN, it will keep periodically (with 

period TΔ) detecting the load information from the 
neighboring APs and change its association if the AP loads 

can be further decreased. This operation is not only 

necessary to reduce the effect introduced by the joining 

order of MUs but also required for the MU to be adaptive to 

the dynamic wireless environment and topology changes. 

The period TΔ, configured to be more than 10 seconds, is 

much longer than the load-updating period TΩ on the AP. 

 

B. Association Algorithm for APs and MUs 

 

In dynamic WLANs, the association of MUs should vary 

with the network conditions. However, it is not intuitively 
obvious that the proposed distributed algorithm is self- 

stabilizing for static networks. That is, MUs continually 

looking to balance the AP loads will eventually converge to 

a stable result in static topology. Here we can show that 

indeed this process does stabilize. 

Theorem 1: For a fixed population WLAN with APs and 

static MUs that implement the above distributed association 

algorithm with δ = 0, the switching operations of the MUs in 

Algo. 1 reaches a stable state where MUs cease changing 

associated APs2. 

Proof: The core part of the proof is that a monotonic 
property of global lexicographic ordering [15] decrement 

holds whenever one MU switches its association. 

Lexicographic order, a concept borrowed from economics, 

can be used to compare the extent of fairness between two 

vectors. Given two vectors A and B; the method to 

determine the lexicographic order is to compare the 

corresponding values index by index after sorting the 

original vectors. According to Algorithm 1, assuming one 

MU switch from AP a to AP b, the AP loads of them are 

denoted as ya, yb, y‘ a, and y‘ b , respectively. 

Straightforwardly, we will have yb < ya, y‘ b < ya, and y‘ a 

< ya, where the lexicographic order has been decreased. 
Since the lexicographical order cannot be infinitely 

decreased, we can conclude that the Algo. 1 will stop after 

finite number of operations. 

The introduced overhead by the proposed algorithm on the 

AP is straightforwardly low. On each MU, the most time 

consuming operation is the periodically probing process in 

every TΔ seconds. However, this probing process only takes 

around 300ms according to measurements. Comparing with 

the interval TΔ, the overhead is almost negligible. 

 

VI. PERFORMANCE EVALUATION 
 

In this section, we first introduce the numerical evaluation 

based on the developed simulation program. The program is 

able to simulate dynamic and large-scale topology to clearly 

show the achievable benefits of the proposed scheme. We 

then provide NS2 [16] simulation results for a medium-size 

topology with suddenly roaming clients. Finally, we also 

explain our prototype implementation on a testbed built with 

normal computers. To measure the performance, we use 

total throughput Σ u Є U Өu as the metric to measure the 

overall efficiency and Jain‘s fairness index [17] to denote 

the degree of load balancing in the network. 

 
 

 

 
2δ = 0 is the loosest condition to activate the switching 

operation. 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Fig. 3. The snapshot of developed numerical simulator. 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

Fig. 4. A realistic scenario with measured mobility for 

numerical simulation. The red squares denote the APs and 

the blue circles denote the MUs at the beginning of 

simulation. 

 

VII. NUMERICAL SIMULATION FOR REALISTIC SCENARIO 

 

In order to evaluate the proposed scheme for large-scale 

topologies, we have developed a discrete-event simulator 

based on SimPy [18], which is a Python framework for 

discrete-event simulation applications. Users can manually 
place the APs and MUs in the GUI (Graphic User Interface). 

The generated scenario can also be saved and loaded for 

future use. The snapshot of the program interface is captured 

and shown in Fig. 3. To accelerate the simulation, the 

complex behavior of IEEE 802.11 MAC is simplified and 

the throughput is calculated by the throughput model given 
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in [12]. We use a set of measured trace files provide by [19], 

which collected the 20 minutes measurement data by 

capturing the realistic mobility patterns of the MUs in the 

campus of Dartmouth University. From the measurement 

results, we pick up 56 APs and 126 MUs with their mobility 

placed in a rectangle topology of size 1100×1000m2 as 

shown in Fig. 4. 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Fig. 5. The throughput difference between RSSI-based 

scheme and proposed scheme w.r.t simulation time for the 

realistic topology shown in Fig. 5. 

 

 

 

 

 
 

 

 

 

 

 

 

 

Fig. 6. The Jain‘s fairness value difference between RSSI-

based scheme and proposed scheme w.r.t simulation time 

for the realistic topology shown in Fig. 5. 
According to Fig. 5 and Fig. 6, we can observe that the total 

throughput achieved by the proposed scheme is generally 

the same or sometimes higher than that of the default RSSI 

based scheme. However, the value of fairness metric has 

been apparently (between 20%-30%) improved after 

applying the proposed scheme. On the other hand, we also 

find that it mostly takes only one probing and reassociation 

operation for the MUs to reach a steady state when they 

move around in the topology. 

 

VIII. CONCLUSION 
 

In this paper, we have explored the load balancing scheme 

to guarantee the throughput fairness among the MUs. To 

achieve this, we have proposed a distributed and self-

stabilized association scheme for the MUs in the multi-rate 

WLANs. The proposed scheme gradually balances the AP 
loads in a distributed manner. With extensive simulations, 

we can observe that it can significantly improve, or 

sometimes nearly double, the extent of throughput fairness 

among the MUs with low overhead. To show the feasibility 

of the proposed scheme, we have implemented a prototype 

on normal computers by modifying open source wireless 

driver software packaged Our research is oriented for 

practical WiFi products and can be implemented with small 
additional modification to achieve apparent load balancing 

in deployed WLANs. 
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Abstract- With the Internet evolved into a global 

commercial infrastructure, there has been a great demand for 

new applications of global reach, for which today’s Internet 

protocols cannot adequately support. The real-time 

applications have stringent delay and delay jitter requirements, 

which cannot be adequately supported by today’s Internet 

protocols.  

As a result, in recent years, a large number of new Internet 

protocols were developed in an attempt to meet this demand. 

Multi-Protocol Label Switching (MPLS) has been envisioned as 

an ideal platform upon which guaranteed services could be 

developed. Service guarantee is achieved by setting up and 

managing a set of primary and Backup class-of-service (CoS) 

aware label switched paths across an IP domain. In addition to 

MPLS, this approach requires a suite of protocols be 

implemented, e.g., DiffServ for quality of service (QoS), path 

protection / fast rerouting for link failure recovery (FR), and 

constraint-based routing for traffic engineering (TE).               

The proposed thesis develop a family of distributed traffic 

control laws (DCLs), which allows optimal, multiple CoSs, 

multipath based rate adaptation and load balancing. The DCLs 

drive the network to an operation point where a user defined 

global utility function is maximized. The proposed family of 

DCLs has, the capability to enable optimal, scalable QoS, and 

Traffic Engineering, simultaneously. 

 

I. INTRODUCTION 

 

he transport control protocol (TCP) window-based 

congestion control algorithms use minimum 

information from the network as input to allow fully 

distributed traffic control. In other words, the only needed 

feedback information for the TCP window-based congestion 
control is whether the forwarding path is congested or not.  

This allows the TCP source node to infer path congestion by 

counting the number of repetitive acknowledgments of the 

same packet or measuring end-to-end round-trip delay, 

making TCP a truly end-to-end protocol without the 

assistance of the underlying internetworking layer 

infrastructure. This has made the proliferation of the Internet 

applications at global scale possible.  

An excellent example is the fast, ubiquitous adoption of 

World Wide Web due to its use of TCP as its underlying 

transport. However, as the Internet has evolved into a global 

commercial infrastructure, there has been a great demand for 

new applications of global reach, for which today‘s Internet 

protocols cannot adequately support.  

For example, real-time applications, such as voice over IP 
(VoIP) and videophone, have stringent delay and delay jitter 

requirements, which cannot be adequately supported by 

today‘s Internet protocols. As a result, in recent years, a 

large number of new Internet protocols were developed in 

an attempt to meet this demand.  

For example, multiprotocol label switching (MPLS) has 

been envisioned as an ideal platform upon which guaranteed 

services could be developed. Service guarantee is achieved 

by setting up and managing a set of primary and backup 

class-of-service (CoS) aware label switched paths across an 

IP domain.  
In addition to MPLS, this approach requires a suite of 

protocols be implemented, e.g., DiffServ for quality of 

service (QoS), path protection/fast rerouting for link failure 

recovery (FR), and constraint-based routing for traffic 

engineering (TE). This, however, means that, to adequately 

support real-time applications, a whole suite of protocols 

with significant involvement of the IP core nodes need to be 

developed.  

This raises serious concerns about the scalability and 

complexity of using these protocols to support real-time 

applications at a global scale. 

Hence, a key question to be answered is whether it is 
possible to enable the above service, quality features, 

including QoS, 

 

II. LITERATURE REVIEW 

 

The existing algorithms focus on TCP types of traffic 

including both empirical algorithms and algorithms based on 

control theory [10]. These algorithms assume a single path, 

and the approaches taken are not optimization based. 

In the existing scheme flows with different ingress–egress, 

node pairs share the same network resources. Degree of 

interaction between different flows due to the resource 

constraints was very poor in the existing Distributed traffic 

control laws [1]. 

T 
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Since flows with different ingress–egress node pairs share 

the same network resources, the key challenge in the design 

of DCLs is the fact that there is a high degree of interaction 

between different flows due to the resource constraints. One 

existing approach to get around this is to incorporate a link 

congestion cost into the overall utility function, which 

replaces the link resource constraints. Then, the problem is 
solved using a gradient type algorithm, resulting in families 

of DCLs that support point-to-point multipath load 

balancing for rate adaptive traffic [6, 7]. 

Some of the existing methods developed a family of DCLs 

based on nonlinear control theory. This family of DCLs can 

be applied not only to usual rate adaptive traffic with point-

to-point multipath, but also to rate adaptive traffic with 

minimum service requirements and/or maximum allowed 

sending rate and to services with targeted rate guarantee, all 

allowing for point-to-point multipath.  

The only needed feedback from the network is the number 

of congested links along the forwarding paths [2, 5]. 
Moreover, the technique applies to any utility function that 

can be expressed as a sum of concave terms. 

Due to the needed use of the number of congested links in a 

forwarding path as the input to a DCL, the existing family of 

DCLs requires explicit congestion feedback from the 

network. The existing scheme can only be applied to a 

connection-oriented network, such as an MPLS enabled IP 

network [9]. 

In the proposed system, the DCLs control the traffic 

independently at different traffic source nodes, e.g., edge 

nodes or end-hosts. A salient feature of this family of DCLs 
is that the needed information feedback from the network is 

minimum, i.e., whether a forwarding path is congested or 

not, which can be inferred at the source node itself, the same 

way as TCP congestion notification. This makes it possible 

to allow this family of DCLs to be operated end-to-end.  

 

III. SYSTEM MODEL 

 

The traffic flows can be described by a fluid flow model, 

where the only resource taken into account is link 

bandwidth. For simplicity, first restrict ourselves to the 
point-to-point multipath only and address the point-to-

multipoint and multicast cases later.  

The system model, consider a computer network where calls 

of different types are present. Types denote an aggregate of 

calls with the same ingress and egress node, as well as 

service requirements i.e., calls that share a given set of paths 

connecting the same ingress–egress node pair and whose 

service requirements are to be satisfied by the aggregate, not 

by individual calls. When the edge nodes coincide with the 

end-hosts, the control laws developed in this paper become 

end-to-end control laws working at the transport layer 

servicing individual application flows.  
 

A. Discretization, Delays and Quantization 

 

The issues handled in implementing the control laws 

implement a discrete time version of the control algorithms, 

uses finite word length which leads to a quantization of the 

possible data rate values and there is delay in the 

propagation of the congestion information. All of these lead 

to a well-known phenomenon called oscillation. Even in this 

case, the discretization of the control laws is approximately 

optimal.  

 

B. Congestion Detection and Notification 
 

To maintain the transport or higher layers abstraction, a 

source inferred congestion detection and notification 

mechanism is desirable for the implementation of this 

family of DCLs in a connectionless IP network. However, 

unless the transport or higher layer protocol that implements 

this family of DCLs is defined, the exact source inferred 

congestion detection and notification mechanism cannot be 

decided.  

For example, if a DCL in this family is used in association 

with a TCP-like reliable transport protocol, a source inferred 

congestion detection and notification mechanism based on, 
for example, ACK counts can then be adopted. On the other 

hand, if the DCL is used in association with an UDP-like 

unreliable transport protocol, the forwarding path congestion 

may be detected and notified by periodically sending an 

echo packet to the destination node and measuring the 

round-trip time of the echoed packet. 

The source inferred congestion detection and notification 

approaches can also be used in the context of a connection-

oriented network, such as an MPLS one. In addition, other 

mechanisms can be employed, e.g., mechanisms using a 

signaling protocol for congestion detection and notification. 
 

C. Failure Detection and Notification 

 

The node/link failure detection and notification may or may 

not be integrated with the congestion detection and 

notification mechanism. Again, they are dependent on the 

actual protocol that implements a DCL in this family. For 

example, a source inferred congestion detection and 

notification using echo packets to infer path congestion may 

also be used to infer possible node/link failures. On the other 

hand, in an MPLS network, the path protection mechanism 
under development can be leveraged to allow failure 

detection and notification, separate from the congestion 

detection and notification mechanisms. 

 

D. Design Parameters 

 

The behavior of the algorithm under different choices of the  

Design parameters are 

 

i. Oscillation Reduction Functions 

 

The adaptive oscillation reduction has a big impact on 
performance. Considering the behavior for a constant, the 

maximum value allowed for the time variation. The 

observed oscillation is clearly larger in magnitude. 

Moreover, due to the larger oscillations, convergence to a 

larger neighborhood of the optimal is obtained, and 

departures from the average target rates for AF are also 
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larger (providing a worse service to these users). On the 

other hand, the transient response is faster due to larger data 

rate derivatives. 

 

ii. Discretization Step  

 

Another parameter that has a bearing in the performance of 
the algorithm is the discretization step. In order to show its 

influence, it was chosen as 10 ms. clearly, oscillations are 

also larger in this case. However, the response is still 

acceptable, and a smaller could be used to limit the 

magnitude of the spikes. 

 

iii. Scaling of the Utility Function 

 

The scaling of the utility function does not alter the solution 

of the optimization problem at hand. It does, however, 

change the bounds on the quantities. Due to the exponential 
dependence on the gradient, it is advisable to choose a small 

value of such that the resulting value of is in the order of 1. 

Simulations have shown that the algorithm is very sensitive 

to with the amplitude of the oscillations increasing 

substantially when one increases this parameter. 

However, convergence to a neighborhood of the optimal is 

still achieved as one can expect. In addition, the AF 

constraints are satisfied in the average but large departures 

from the imposed average rate can happen for high values. 

 

IV. EXPERIMENTAL EVALUATION 

 
The new family of DCLs provides the much-needed 

mathematical foundation that allows the use of source 

inferred congestion detection and notification to maintain 

layer abstraction. The new family of DCLs allows the rate 

control to be decoupled from the congestion detection 

mechanisms in use. This means that any queue management 

algorithm and queue scheduling discipline used in the core 

nodes can coexist with the family of DCLs running at the 

edge nodes or end-hosts.  

The implementation of any DCL in this family, only needs 

to consider the two end nodes, provided that a source 
inferred congestion detection and notification is available. 

However, having said that, different queue management 

algorithms and queue scheduling disciplines do have an 

impact on the overall performance for any end-to-end traffic 

control mechanism. 

As a result, there are two key components in the 

implementation of the family of DCLs, i.e., the 

implementation of the DCL in the edge nodes or end-hosts 

and the design of source inferred congestion detection and 

notification mechanisms. The system model focus on the 

issues related to the design of source-inferred congestion 

detection and notification mechanisms. 
 

V. CONCLUSION 

 

The proposed family of DCLs can be applied to a 

connectionless IP network to enable sophisticated service 

quality features, solely based on a set of shortest paths from 

any given ingress node to a set of egress nodes. The 

distributed traffic control laws (DCLs) allows optimal, 

multiple CoSs, multi-path based rate adaptation and load 

balancing.  

The DCLs drive the network to an operation point where a 

user defined global utility function is maximized. The 

mathematical formulation allows both point-to-point multi-
path and point-to-multipoint multi-path, the family of DCLs 

can be applied to a connectionless IP network to enable 

sophisticated service quality features, solely based on a set 

of shortest paths from any given ingress node to a set of 

egress nodes. 

A core node may be CoS and multipath agnostic and may 

employ any queue management / scheduling algorithms, 

e.g., simple FIFO queues, at its output ports. This family of 

DCLs allows fast time scale TE through multi-path load 

balancing. The proposed DCLs can automatically repartition 

the traffic in an optimal way among the rest of the multipath 
when path failures occur. The proposed scheme can be 

applied for both connection oriented and connection less 

networks. 
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Abstract- In Chaotic the properties of sensitivity to initial 

conditions, control parameters and pseudo-randomness chaotic 

maps have been widely used in data encryption recently. The 

chaotic based cryptosystems are suitable for large-scale data 

encryption such as images, videos, or audio data. This paper 

propose a novel higher dimensional chaotic system for audio 

encryption, in which variables are treated as encryption keys in 

order to achieve secure transmission of audio signals. Since the 

highly sensitive to the initial condition of a system and to the 

variation of a parameter, and chaotic trajectory is so 

unpredictable. As a result, we obtain much higher security. 

The higher dimensional of the algorithm is used to enhance the 

key space and security of the algorithm. The security analysis 

of the algorithm is given. The experiments show that the 

algorithm has the characteristic of sensitive to initial condition, 

high key space; digital audio signal distribution uniformity and 

the algorithm will not break in chosen/known-plaintext attacks. 

Keywords- Audio encryption; Chaos; Security; Higher 
dimensional chaotic maps; 

 
I. INTRODUCTION 

 

he techniques of secure communication by which one 

can transmit confidential messages secretively are of 

practical interest in several areas, including databases, 

internet banking, production of communication channels etc. 

Based on the structure of the encryption algorithm we can 
classify cryptosystems into two categories, namely, stream 

cipher and block cipher. In a stream cipher algorithm, the 

message is encrypted bit-by-bit with the application of a 

secret key generator and the decryption can be done by 

using the same algorithm as in encryption, and with the 

same secret-key generator. In practice shift register, non-

linear combination generator clock controlled generators ect. 

are used as key generators. Unlike the stream cipher, in 

block cipher a group of bits of fixed length is encrypted 

block by block. In another classification, which is based on 

method of distribution of secret key, one classifies the 

cryptosystems into classes-private (symmetric) key and 
public (asymmetric) key cryptosystems. In the private key 

cryptosystems, sender and receiver use the same key for the 

encryption and decryption, respectively. These systems are 

efficient and their security depends on the statistical 

properties of the random bit sequence and the length of the 

secret key. 

Most of the existing cryptosystems, except a few, utilize 

number theory, algebra, combinatory and computer 

arithmetic, est. as mathematical tools for constructing the 

algorithms for the encryption and decryption. 

 

 

 

Now a day it has been proved that in many aspects chaotic 

maps have analogous but different characteristics as 

compared with conventional encryption algorithms such as 

DES, IDEA and RSA. These are not suitable for practical 

audio encryption. At the start of last decade only, the use of 

the continuous as well as discrete chaotic dynamical systems 
has been made to develop cryptosystems. The chaotic 

systems are characterized by the sensitivity on initial 

conditions, system parameters, and unpredictability of 

evolution of its orbits. These thinks are used for encryption 

[1-6].  

The chaotic systems for encrypting audio files are highly 

unpredictable and random-look nature this attractive feature 

may lead to novel chaotic applications. In most of the 

previous chaotic algorithm uses, XOR or XNOR is the basic 

technique for encryption. These techniques are very weak 

against statistical, chosen/known-plain-text attacks and 
moreover its security to brut-force attack is also 

questionable for avoiding the above risk and to increase the 

security level of the algorithm we propose a higher 

dimensional chaotic map [10]. Here we use multiple lookup 

table for encrypt the audio files all the values will be 

encrypted using cipher block chaining method. Arnold‘s cat 

map is a good candidate for permutation, thus it is extended 

to eight dimensional versions, called 8D cat map and then 

used for encryption. Taking advantage of the exceptionally 

good properties of mixing and sensitivity to initial 

conditions and parameters of the chaotic 8D cat map, the 
proposed scheme incorporates newer architecture of chaos-

based chipper block chain mode of encryption is proposed. 

It is used to interlink all the previous values of audio signal 

with the current value of the audio signal so without 

knowing the previous value of the audio signal value we 

cannot decrypt the current audio signal value this will 

increase the security one more level. Higher the dimension 

and higher the number of keys increases the complexity and 

keyspace of the algorithm. 

 

II. AUDIO ENCRYPTION SCHEME BASED ON HIGHER 
       DIMENSIONAL CHAOTIC MAP 

 

In this paper, a chaos-based audio encryption system, in the 

framework of cipher block chaining architecture is 

proposed. The block diagram of the system is shown in fig. . 

An analog audio input 
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A. Chaos-Based Look-Up Tables. 

Taking advantage of the exceptionally good properties of 

mixing and sensitive to initial conditions Chaos-based Look-

Up tables are used for encrypting audio files. In chaos there 

are many maps it is found that Arnold‘s Cat map [7] is a 

good candidate for permutation, thus it is extended to a 

higher dimensional version, called NthD cat map, and then 
used for this purpose. Here the relation between nth and 

n+1th data are de-correlated much higher than 2D and 3D 

maps so the authentication of our algorithm is increased 

much higher than the lower dimensional chaos maps. A 

higher dimensional Cat map is formed as follows: 

Is sampled at a frequency well above the Nyquist frequency 

of the signal. Then an 16-bit quantization is used to convert 

the analog signals into its equivalent decimal value. By 

masking these data with a random key stream generated by a 

chaos-based pseudo-random key stream generator, the 

corresponding encrypted audio is formed. The details of 

each component are to be discussed in the following 

sections. As demonstrated in our simulation, this approach is 

more secure in all the ways. 
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         Where               are integers in                                          

This higher-dimensional Cat map is used as our pre-
processing unit for generating Look-Up tables. The initial 

key stream arranged in tables {T1, T2, T3…}. Here ‗m‘ is the 

number of tables that is used for encrypting the audio signal 

L is number of bits used by the key stream in this algorithm 

L=16 and m=8. 

 

B. Encryption Function 

 

On the encryption block, one uniform distributed random 

number is generated that sequence will select the tables for 

encryption. After selecting the table, the digital value of the 

audio signal is mapped to the iteration number of the chaotic 

sequence. For encrypting the nth digit, we add the n-1st 

cipher digit value with nth plain value that resultant value 

will be mapped with the table value. This type of encryption 

will increase the security in one more level. Because here all 

the pixels are interlinked if we want to decrypt the nth digit, 
first, we will know the n-1st plain digit then only we can 

decrypt the nth digit. This type of encryption is called cipher 

block chain mode of encryption the block diagram of 

encryption function is given in fig. 2. 

 

 

 iP
 = Plain Digitized Audio value   

 Ek = Encryption Algorithm  

 iC
 = Digital Cipher Audio value 

  Ke = Key 

Fig.2. The construction of the Cipher Block Chaining. 
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In this block diagram, the previous value of cipher digit is 

added with current plain digit of the audio signal. At the 

time of addition, the resultant value will be more than 

65,536 in sum time. If the value is more than 65,536, we 

require more than 16 bit for avoiding this some 

modifications down on the result for that the following 

formula is used 
 

                     MPn = Cn-1+Pn mod 65,536. (3) 

 

Where MP is the modified plain digit that will be encrypted 

with key Ke and the resultant cipher digit is C. After 

encryption, the cipher value of the audio is brought into 

original range. In this way, all the audio files will be 

encrypted. For decryption do the reverse process of the 

encryption. 

 

III. SECURITY DESCRIPTION 

 

In the proposed cryptosystem, 8D chaotic cat map is used 

for encrypt audio files. The cryptosystems security is 

determined by the used chaotic maps Key space, Key 

Sensitivity and Plaintext Sensitivity. Here, chaotic map‘s 
properties are in close relation with the cryptosystem‘s 

security. At first, its parameter is used as confusion key. 

Thus, parameter sensitivity is in close relation with key 

sensitivity. The higher the parameter sensitivity is, the 

higher the key sensitivity is, and the stronger the 

cryptosystem is. Thus, the chaotic map with higher 

parameter sensitivity is preferred in this cryptosystem. 

Secondly higher the initial-value sensitivity is, the smaller 

the correlation between adjacent pixels is, and the more 

random the encrypted audio file is. Therefore, the chaotic 

map with higher initial-value sensitivity is preferred in this 

crypto system. In encryption iteration, time is in close 
relation with cryptosystem‘s security. The more the iteration 

time is, the larger the cryptosystem‘s key space is if 

different keys are used in different iteration. 

 

IV. SECURITY ANALYSIS 

 

A. Key Space 

 

In the proposed cryptosystem, 8 keys are used for 

encryption. If n is the iteration time, and different keys are 

used in different iterations, then the key space is     
                                                                   (4) 

According to Eq.(1)-(3), the key space is determined by the 

parameter space of chaotic map. As can be seen, the 

cryptosystem‘s key space S increases with rise of parameter 

space 8321 . KKKK    or iteration time n. Parameter 

space can be increased with number of keys here it is 8. The 

iteration time can be chosen according to security and 

complexity requirements in this algorithm 16bit 

Quantization is used so n=65,536. Taking N1 sized 

Audio file with L level of Quantization with different Keys 

the complexity of the Cat map is 
nn LN  .  

 

B. Key Sensitivity 

 

High key sensitivity is required by secure cryptosystems,  

Which means that the cipher text cannot be decrypted 

correctly although there is only a slight difference between 

encryption or decryption keys? This guarantees the security 

of a cryptosystem against brute-force attacks to some extent. 
 

 

 

 

 

 

 

 

 

(a) Original Audio file (b) Encrypted Audio file: Key= 

1234353463465 
 

 

 

 

 

 

 

 

(c) Encrypted Audio file Key1 = 1234353463464                          

(d) Difference Audio file  

Fig.3. Key sensitive test: result one. 

 
 

 

 

 

 

 

 

 

   (a) Original Audio file                        

   (b) Encrypted Audio file: Key1= 1234353463465    

 

 

 

 

 

        

 

 

       

 

    (c) Decrypted Audio file Key1 = 1234353463465    

    (d)  Decrypted Audio file Key1 = 1234353463464 

Fig.4. Key sensitive test: result 2. 
1) First, an audio file is encrypted by using the test 

keys key1 value is ―1234353463465.‖ 

2) Then, the least significant bit of the key1 is change 

to ―1234353463464‖ all the remaining seven keys 

are same which is used to encrypt the same audio 

file. 
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3) Finally the above two encrypted audio files with 

two slightly different keys, are compared. The 

result is: the image encrypted by the key 

―1234353463465‖ has 9999% of difference from 

the image encrypted by the key ―1234353463464‖ 

in terms of Quantized digital values, although there 

is only one digit difference in one of the key, Fig.3 
Shows the test result.  

 

C. Encryption On Uniform Audio File 

 

 

 

 

 

 

 

 

 
(a) Uniform Audio file (b) Encrypted Uniform Audio   file     

Fig.5. Uniform Audio Encryption  

An Audio file with uniform sound is taken that file is 

encrypted using this algorithm. After encryption, there are 

no patterns or uniformity on the encrypted audio file. This 

will ensure even in uniform audio our algorithm make more 

randomness so the security level of the algorithm is higher. 

 

D. Chosen/Known-Plaintext Attack 

 

Chosen/Known-plain text attacks are such attacks in which  
one can access/choose a set of plain texts and observe the 

corresponding cipher texts. In today‘s networked world, 

such attacks occur more and more frequently. For a cipher 

with a higher level of security, the security against both 

known-plaintext and chosen-plaintext attacks are required. 

Most of the XOR-ing based techniques are not robust 

against this attack [10]. Apparently, even when the secret 

key is changed for each plaintext, these methods are 

insecure against chosen/known-plaintext attacks. The mask 

audio mI
is obtained by simply XOR-ing the plain audio I 

with its corresponding cipher audio I‘. XOR-ing the mI

mask with unknown cipher audio J‘, if we get the unknown 

plain audio J then the algorithm fails in Chosen/Known-

plaintext attack, otherwise the algorithm safe against 

Chosen/Known-plaintext attack.   Fig.7 demonstrates an 

unsuccessful chosen/known-plain text attack in the proposed 

algorithm.   
 

    

 

 

 

 

 

                         

(a)InputAudioFile1   (b)Encrypted Audio File 1 

 

 

 

      

      

       

 

 
 

 

 

 

 

 

 

 

(c) XOR - Mask (d)UnknownCipherAudioFile2 (e)Failed to 

crack the Audio File2  

Fig.7. Unsuccessful chosen/Known-plaintext attack on 

proposed algorithm 

 

V. CONCLUSIONS  

 

Telemedicine can provide access to health care in previously 

unserved or underserved areas. These areas include both 

rural and inner city or barrier locations, All of them use 

internet is the basic medium for transferring information. 

But internet is public medium anyone can get information‘s 

from any ware, so the privacy is very less for improving the 

privacy over the public network we go for encryption. Most 

of the previous algorithms are return for encrypting only text 
messages. If we use the same method for encrypting media 

files like medical audio files, it will not be an efficient one. 

Because correlation of audio file is higher than the text file, 

so we go for higher dynamic system.    

   The dynamic response of chaotic system is highly 

sensitive to initial values and the variation of a parameter 

and chaotic trajectory is very unpredictable. Therefore, this 

paper propose a higher dimensional chaotic system for 

encrypting medical audio files in telemedicine which is 

transferring medical files on unsecured internet and 

telephone network. After calculating correlation coefficient 

  and conducting FIPS PUB 140-1 to test on the higher 

dimensional chaotic system of this paper, it is found that the 

chaotic system proposed in this paper is obtain optical 

scatter characteristics this has ensure our algorithm is more 

secure. In this algorithm the number of keys are increased so 

the key space and the complexity of the algorithm although 

increases accordingly. Even in public channel, when the 

encrypted audio files are stolen, an intruder cannot decrypt 

and recover the original audio file. From the above security 

analysis and various attacks, this algorithm gives better 
results. Even the audio file is uniform; the algorithm will 

give better results. Therefore, this algorithm is useful for 

mission critical applications of medical transaction over the 

unsecured public networks. 
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Abstract- Efficient communications are crucial for disaster 

response and recovery. However, most current public safety 

land mobile radio (LMR) networks only provide narrowband 

voice service with limited support of low-speed data services 

due to the packet delay and loss and less resource utilization. 

So high resource utilization techniques are needed. The Session 

Initiation Protocol (SIP) and a joint radio resource 

management framework is a current technology to support the 

interoperability between cellular and LMR networks.SIP is 

seamless handoff scheme. In this paper, we study to enhance 

the interoperability of LMR with commercial wireless cellular 

networks, by which a wide variety of benefits can be offered to 

disaster responders, including new multimedia services, 

increased data rates, and low cost devices. Our approach is 

based on FDS and IDS to reduce the packet delay and loss in 

the interoperable between cellular and LMR networks. In 

addition, an optimal bandwidth utilization scheme is proposed 

to maximize the overall radio resource utilization. In our first 

experiment, we are applying the proposed approach to the 

interoperable cellular and LMR networks. The two dynamic 

scheduler FDS and IDS is reduced the packet delay and loss. 

The proposed approach is a novel one in interoperable cellular 

and LMR networks besides being the first approach to tackle 

the issue of packet delay and loss in the heterogeneous mobile 

wireless network. The proposed scheduler is good to guarantee 

service availability and continuity quality of service (QoS) for 

disaster responders .Our approach also used for high resource 

utilization in the same network. 

Keywords - Interoperability, public safety land mobile 

radio, Packet delay, and loss. 

 
I. INTRODUCTION 
 

isaster response and recovery require timely interaction 

and coordination of disaster responders in order to save 

lives and property. Efficient communications are crucial 

during disasters. With recent advances of wireless 

technologies, mobile wireless networks play an increasingly 

important role in disaster response. Currently, public safety 

land mobile radio (LMR) is used by public safety agencies 

for coordinating teams and providing rapid emergency 

response. 

During disasters, efficient communications are crucial for 
disaster responders in disaster response and recovery. For 

example, it is desirable for the disaster responders to have 

the access to the Internet to share real-time multimedia 

information with off-site commanders and specialists  

 
 

providing expert assistance. However, these communication 

services are not available in the current public safety LMR. 

Whereas in commercial cellular networks, less service 

availability means less revenue; in public safety arena, less 

service availability may affect lives. Therefore, it is 

attractive to enhance the interoperability of these two 

wireless networks, by which a wide variety of benefits can 

be offered to disaster responders, including new multimedia 

services (e.g., video), increased user data rates and low cost 

devices.  
 

A. Interoperable Cellular and Public Safety LMR 

 

Natural disasters or terrorist attacks often occur in a 

localized region, we assume that the coverage of the LMR is 

under the coverage of the cellular network. The mobile 

devices used by disaster responders are equipped with 

multiple radio interfaces that enable them access both the 

LMR and the cellular network within the coverage of the 

LMR. However, for commercial users, only the cellular 

network can be accessed. IP-based multimedia services 

(e.g., video streaming) are available to disaster responders 
via the cellular network, and mission-critical services (e.g., 

tactical group voice) are provided to them via the LMR. 

Since disaster responders are free to move in the 

interoperable LMR/cellular systems, the support of handoff 

between these two networks, which provides ongoing 

service continuity, is needed in this integration. In this 

interoperable system, disaster responders are efficiently 

communicated with state-of-the-art applications In the 

interoperable cellular and public safety LMR networks, 

disaster responders can access the services in cellular 

networks that are not available in public safety LMR 
networks to increase the service availability. Furthermore, 

when a disaster responder moves out of the coverage of 

public safety LMR networks with an ongoing 

communication session, the session should be handoffed to 

cellular networks instead of being dropped to provide the 

communication continuity. 

There are some schemes proposed for the interoperability of 

heterogeneous wireless networks. Authors of [6] propose a 

location management scheme, including location update and 

paging, in heterogeneous systems. The optimal conditions 

under which vertical handoff should be performed is studied 

D 
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in [7]. Authors of [8] and [9] study several admission 

control schemes in cellular/WLAN integrated networks to 

improve the performance of voice and data services. 

Scalable routing techniques are proposed for heterogeneous 

mobile networks. The commercial wireless cellular user 

community is two orders of magnitude larger than the 

public safety LMR base. Consequently, the R&D 
investments in commercial wireless cellular networks 

dwarf those made in public safety LMR networks. 

 

 

 

 
 

 

 

 

 

Fig. 1: Interoperable wireless cellular and public safety 

LMR networks 

 
B. State of the Art 

 

Many methods have been proposed to enhance the 

interoperability between cellular and LMR networks based 

on Session Initial Protocol (SIP) [11] and a joint radio 

resource management framework, which are different from 

the schemes in previous work [5]-[10]. SIP is designed by 

the Internet Engineering Task Force (IETF) to provide 

application-layer signaling for voice and multimedia session 

management, which can achieve true end-to-end mobility 

management. In addition, SIP has excellent extensibility and 

scalability due to its operation at the highest layer and use of 
text-based control messages. Several wireless technical fora 

(e.g., 3GPP, 3GPP2 and MWIF) have agreed to use SIP to 

provide session management. However, traditional SIP-

based handoff scheme may have considerable handoff 

delays due to the exchange of application layer messages, 

which may be unacceptable for real-time multimedia 

services [12].  

All of these are discussed with hand off delay, location 

management scheme, several admission control schemes 

and scalable routing techniques, while the need is reducing 

the packet delay and loss. There is critical need for an 
approach that is able to optimize the packet delay and loss to 

improve the multimedia services in interoperable 

heterogeneous mobile wireless network for achieving QoS. 

 

II. RESEARCH APPROACH 

 

This research work detects the problem of providing disaster 

response and recovery in interoperable Heterogeneous 

Mobile Wireless Networks. This goal is achieved by 

enhancing the radio resource management, reducing the 

packet delay and loss. We rigorously formulate this 

enhancing the radio resource management,  reducing the 
hand off delay and the packet loss problem in the context of 

heterogeneous mobile wireless networks and present 

feedback based dynamic scheduler based on discrete time 

control theoretic approach that provide guarantees on the 

quality of service and the service availability. 

 

A. Feedback Dynamic Scheduler 

 

FDS and IDS algorithms will be designed using feedback 
control theory. We will assume that both algorithms, 

running at the HC, allocate the WLAN channel bandwidth 

to wireless stations hosting real-time applications, using 

HCCA functionalities. This allows the HC to assign TXOPs 

to ACs by taking into account their specific time constraints 

and transmission queue levels [13]. We will refer to a 

WLAN system made of an access point and a set of quality 

of service enabled mobile stations (QSTAs). Each QSTA 

has up to four queues. Let TCA be the time interval between 

the starting of two successive CAPs.Every time intervals 

TCA, which is assumed to be constant, the HC must allocate 
the bandwidth that will drain each queue during the next 

CAP. We assume that at the beginning of each CAP, the HC 

is aware of all the queue levels.qi,i=1..M, at the beginning of 

the previous CAP, where M is the total number of traffic 

queues in the WLAN. 

The following discrete time linear model describes the 

dynamics of the queue: 

 

 

 

where qi≥0 is the queue level at the beginning of the nth 

CAP; ui≤0  is the average depletion rate (i.e., its absolute 
value represents the bandwidth assigned to drain the 

queue);di(n)=dis-dicp(n) is the difference between dis(n)≥0, 

which is the average input rate at the queue during the nth 

TCA interval, and diCP(n)≥0, which is the average output 

rate at the queue during the nth TCAinterval. The input di(n) 

is unpredictable since it depends on the behavior of the 

source that feeds the ith queue and on the number of packets 

transmitted Thus, from a control theoretic perspective, di(n) 

can be modeled as a disturbance [25]. Without loss of 

generality, the following piece-wise constant model for the 

disturbance di(n) can be assumed: 
 

 

 

Where 1(n)is the unitary step function. Due to the 

assumption (2), the linearity of the system described by (1), 

and the superposition principle that holds for linear systems, 

we will design the feedback control law by considering only 

a step disturbance: di(n)=d0 .1(n) [25]. 

 

B. Closed-Loop Control Scheme 

 

Our goal is to design a control law that drives the queuing 
delay Ti, experienced by each frame going through the nth 

queue, to a desired target value TiT that represents the QoS 

requirement of the AC associated to the queue. We will 

consider the closed loop control system shown in Fig. 2, 

where the set point qiT has been set equal to zero, which 

means that we would ideally target empty queues 
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Fig 2: Closed loop control scheme 

Regarding the transfer function Gi(z)of the controller, we 

will focus on two very simple controllers: a proportional (P) 

controller Gi(z)=kpi, and a proportional-integral (PI) 

controller Gi(z)=kpi.(1+z/z-1,1/TIi) . 

 

C. Computational Complexity of the Bandwidth  

Allocation Algorithms 

 

Herein, we estimate the computational complexity of the 

proposed allocation algorithms. 
Proposition 1: In a WLAN system with M active traffic 

streams, the computational complexity of the FDS algorithm 

is O(2M). 

Proof: Every time interval TCA, the HC computes the 

bandwidth assignment for each one of the M active traffic 

streams. With FDS, from Fig. 2, the control law is 

 

Thus, (3) becomes 

 

Where                                    As a consequence a single 

bandwidth assignment consists of two multiplications and 
one sum. The first multiplication takes into account the term 

                 the second one estimates the protocol overhead, 

which is proportional to                      Thus, we need 2M 

multiplication plus M sums for each TCA interval, i.e., the 

O(2M). 

Proposition 2: In a WLAN system with M active traffic 

streams, the computational complexity of the IDS algorithm 

is O(4M). 

Proof: For each active stream, the HC computes the 

bandwidth . When IDS is used, the control law is 

 

 
 

which can be also written as  

 

 

Thus, (6) becomes 

 

 

 

Where 

                                          

Now, considering that the overhead is estimated using 1 
multiplication, a single bandwidth assignment consists of 4 

multiplications and 3 sums. Consequently, we need 4M 

multiplication plus a 3M sums for each interval. Thus, the 

computational complexity is O(4M). 

From the above propositions, we can conclude that the 

computational complexities of both FDS and IDS scale 

linearly with the number of active streams. Thus, such 

schemes can be easily implemented in real wireless network 

interface cards. 

 

III. EVALUATION AND PRELIMINARY RE S ULT S  

 

Table I reports the average and peak superframe utilization 

in HCCA mode, which is defined as the sum of TXOPs 
allocated during CAPs over the superframe duration. It 

shows that the Simple scheduler requires the highest average 

quota of WLAN resources. The reason is that the simple 

scheduler does not adapt the quota of allocated resources to 

the actual load because it provides a CBR service. 

 

 

 

 

 

 

 
 

 

Fig 3: Packet delay 

For the same reason, the peak superframe utilizations 

achieved by the Simple scheduler for α = 10 and α = 12, i.e., 

at high traffic load, are smaller than those provided by IDS 

and FDS. This result clearly highlights that the proposed 

control schemes enable more proper usage of the bandwidth 

and allows the bandwidth requirements of the real-time 

flows to be tracked. 

 
 

 

 

 

 

 

 

 

Table I Results 
 

IV. CONCLUSION 

 

We have studied the interoperability problem in public 

safety LMR networks and commercial cellular networks for 

disaster response. The interoperability can be enhanced by 

using S-SIP and Optimal radio resource management. We 

have presented Feedback dynamic scheduler  mechanism to 

maximize the overall radio resource utilization while 
guaranteeing the QoS such as reduced packet loss.  

Further study is in progress to consider other QoS 

requirement in the interoperable cellular /LMR wireless 

networks. 
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Abstract- In this paper, the possible effects of the problem of 

congestion in Wireless infrastructure LAN are discussed. It 

presents the discrete-event simulation, provides detailed, 

accurate network simulation results and it observed a wide 

variety of network statistics for Congestion Control in Wireless 

LAN. The software simulation package, OPNET (Optimized 

Network Engineering Tool), can be best described as a set of 

decision support tools, providing a comprehensive development 

environment for the specification, simulation and performance 

analysis of communication networks, computer systems and 

applications and distributed systems. Discrete event 

simulations are used as the means of analyzing the system 

performance and behavior.  OPNET simulations were carried 

out to estimate the effect of congestion situation on the global 

performance of the network model. A tradeoff of various 

congestion parameters such as dropped data, load, throughput, 

retransmission attempts and received data traffic has been 

observed by creating different scenarios. Simulations are 

carried out at 11Mbps data rate is 900 simulations-seconds. 

There are six sections in this paper, section I deal with the 

introduction to the wireless LAN and the causes behind the 

occurrence of Congestion in general, section II deal with the 

problem of Congestion in Wireless environment, section III 

deal with the suggestions regarding the possible solution to the 

problem of congestion, section IV and V are to deal with the 

simulation and results and at last the paper is concluded by 

summarizing the important results.   

Keywords- Wireless LAN, IEEE 802.11, OPNET 

 
I. INTRODUCTION 

 

n Wireless LAN, Congestion is much more critical 

problem as compared to the Wired LAN because the error 

rate is much higher in Wireless LANs and it does not permit 

to allow a single collision to occur in the network, which 
will lead to the drastic reduction in throughput. Also unlike 

the wired networks, congestion   measurement and analysis 

in IEEE 802.11 wireless networks is more difficult due to   

factors such as time-variant channel capacity, contention 

among neighboring nodes, interference variable quality of 

radio signals, transmitted power etc. Also detecting collision 

in wireless medium is not always possible. Congestion 

occurs when the amount of data sent to the network exceeds 

the available capacity, the routers are no longer able to cope 

up the demand and they begin losing packets.  At very high 

traffic rate, the performance collapses completely, and 
almost no packets are delivered. Congestion can be brought 

about by several factors viz shortage of buffer space, slow 

links and slow processors [1-2] 

 

A. Shortage of Buffer Space  

 

If large capacity buffers are used in order to compensate for 

 

Shortage of buffer space, many short-term congestion 

problems will be solved but this will cause undesirably long 

delays  

 

B. Slow Links 

 

Though the problem of congestion caused due to slow links 

will be solved if high-speed links become available but this 

is not always the case, sometimes increases in link 

bandwidth can aggravate the congestion problem because 

higher speed links may make the network more unbalanced. 
Higher speed load can make the congestion condition in the 

switch worse [3-5]. 

 
C. Slow Processors 

 

On improving the processor speed, faster processors will 

transmit more data in unit time. If several nodes begin to 

transmit to one destination simultaneously at their peak rate, 

the target will be overwhelmed soon.  

 

II. CONGESTION IN WIRELESS ENVIRONMENT 

 

Traditional problems of wireless communications and 
wireless networking are 

1) The channel is unprotected from outside signals 

2) The wireless medium is significantly less reliable 

than wired media 

3) The channel has time-varying and asymmetric 

propagation properties 

4) hidden-terminal and exposed-terminal phenomena 

may occur 

In the event of packet loss, appropriate action is not easily 

taken, as identifying the cause of the loss is difficult.  

There have been various mechanisms proposed to help 
classify the reason for packet loss, but all add extra 

complexity, may not be compatible with existing protocols 

and none seem to cover all possible causes [5-7].  

 

III. POSSIBLE SOLUTIONS 

 

There are two general solutions to the problem of congestion 

1) Congestion avoidance 

2) Congestion control 

Congestion avoidance attempts to predict when congestion 

is about to occur and reduces the transmission rate at this 

time. The algorithm should operate in such a manner to keep 

response time v/s load and throughput v/s load operating to 

the left of the location of the knee in Fig 1.1.  

Congestion control attempts to take fuller advantage of the 

network resources by transferring data at a rate close to the 

I 
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capacity of the network. The capacity of the network can be 

viewed as the point at which any increase in traffic will 

increase the delay but not the throughput. Congestion 

control algorithms, like that of TCP, attempt to increase 

traffic until the capacity of the network is reached, and then 

slow the transmission rate. Thus these algorithms attempt to 

operate to the left of the cliff in Fig. 1.1.  
 

 

 

 

 

 

 

 

 

 

Fig 1.1 Load versus Delay and Throughput 
 

IV. SIMULATION 

 

The occurrence of a high density of nodes within a single 

collision domain of an IEEE 802.11 wireless network can 

result in congestion, thereby causing a significant 

performance bottleneck. Effects of congestion include 

drastic drops in network throughput, unacceptable packet 

delays, packet drops, retransmissions, and session 

disruptions. OPNET simulation was carried out to estimate 

the effect of congestion situation on the performance of the 

network model. Simulation was run at 11 Mbps data rate 
except congested node and total simulation time used was 

900 simulations-seconds. 

To observe the congestion in IEEE 802.11 networks, 

WLAN node model was created on OPNET IT guru 

academic edition 9.1 (Figure 1.2) 

 

 

 

 

 

 
 

 

 

 

 

      

  

 

 

 

 

compared with periphery nodes in order to study congestion.  
 

The packet size distribution is exponential with a mean of 

92 bytes. The inter arrival time is exp (0.02) for all the 

nodes unless otherwise specified. Since the packet size is 

exponentially distributed with mean of 92 bytes, RTS/CTS 

exchange is required for most of the packets. All the 

wireless station nodes and the access point use Frequency 

Hopping Spread Spectrum at the physical layer. All the 

nodes employ the PCF basic CSMA/CA access mechanism. 

The nodes transmit at a maximum data rate of 2 Mbps. 

Packets received at a node with power less than 7.33 E-14 

Watts will find receiver to be busy. The packet 

transmissions with a power higher than this threshold are 
considered as valid. Unless the default transmission power is 

changed, all the WLAN packets should reach their 

destinations with sufficient power to be valid packets if the 

propagation distance between the source and destination is 

less than 300 meters as required by the IEEE 802.11 WLAN 

standard. 

 

 

 

 

 
 

 

 

 

Figure 1.2 Node Arrangement 

 

The distance between any two-periphery nodes is about 50 

meters. In the simulation model considered here, all the 

nodes are static. The simulations were carried out for 900 

simulation seconds and repeated many times in order to 

ascertain validity. 

 
V. RESULTS 

 

The buffer size, bandwidth, and data rates of AP_0 have 

been reduced as compared to other nodes in order to study 

its impact on the performance of the network. Various 

global parameters and individual node parameters were 

observed. The global parameters were chosen as data 

dropped, load, throughput, and their variations against 

simulation time are shown in Figs 1.3, 1.4 and 1.5. 

Individual node parameters were chosen as retransmissions 

attempts and  data traffic received and are plotted in Figures 
1.5 and 1.6. 

 

 

 

 

 

 

 

 

 

Fig-1.3: Data Dropped with and without Congestion 

 
Observing the global data dropped (Fig. 1.3), it was 

observed that data dropped in the network is very high as 

compared to the situation when all nodes were having 

exactly similar buffer size, bandwidth, and data rates. 

Initially, it was estimated 22269 times the without 
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congestion situation. Thereafter, it increases until 206562 

for 900 simulation seconds. 

Another global parameter chosen is load (Fig-1.4) of the 

network. It was observed that as compared to the situation 

when all nodes were having exactly similar attributes the 

load reduces to 54.7% initially which further dips to 14.2% 

for 900 simulation seconds duration  

 

 

 

 

 

 

Fig-1.4: Global Load with and without Congestion 

Another global parameter chosen is Throughput of the 

network (Fig-1.5). The throughput is constant throughout 

the simulation time of 900 simulation seconds. In that case it 

has been observed that in Congestion situation, the 

throughput is constant at 0, making a reduction of 
approximately 100% as compare to the situation of no 

congestion. That means in Congestion the throughput is 

totally zero 

 

 

 

 

 

 

 

 

Fig-1.5: Global Throughput with and without Congestion 
The impact of congestion situation on various individual 

nodes was also studied. The node parameters chosen for this 

study were Retransmission attempts and data traffic 

received. Retransmission is another important node 

parameter affected by congestion situation. The comparison 

of retransmissions of various nodes against simulation time 

is shown in Fig.1.6. The retransmission in PCF_WKSTN7 

varies between (329-313). Likewise, the retransmissions 

values corresponding to other nodes-namely 

PCF_WKSTN10,PCF_WKSTN5, PCF_WKSTN6, 

PCF_WKSTN8 and PCF_WKSTN9 are varying between 
(294-305), (280-310), (287-308) (280-312) and (280-312), 

respectively. While that of AP_0 is maximum that varies 

between (524-617). That means the Congested node will 

have to do maximum number of retransmissions in order to 

receive any data packet.  

 

       

 

 

 

 
 

 

Fig-1.6:Node Comparison of Retransmission Attempts 

 

 

 

 

 

 

 

 
Fig-1.7: Node Comparison of Data Traffic Received 

 

Variation of traffic received by various nodes against 

simulation time is shown in Fig.1.7. Traffic received in 

congested node (AP_0) is minimum as compared to other 

nodes. Likewise, the traffic-received values corresponding 

to other nodes- namely, PCF _WKSTN5,PCF _WKSTN6 

,PCF_WKSTN7, PCF_WKSTN8 PCF_WKSTN9 and 

PCF_WKSTN10 are varying between (161-166), (163-167), 

(163-166), (162-166), (163-166) and (163-168), 

respectively. While that of AP_0 the value is just 0. That 

means the Congested node does not receive any data traffic.  
 

VI. CONCLUSION  

 

In this paper, the performance of wireless infrastructure 

networks in terms of congestion has been studied through 

OPNET simulator and the results are presented for global as 

well as for the individual parameters. It was observed that 

global parameter viz. data dropped increases with 

congestion situation. However, the load and throughput 

reduces in similar situation. Individual node parameters such 

as the number of retransmission attempts is maximum in 
congested node as compared to the other nodes and received 

data traffic in congested node were found to be zero 

throughout the simulation duration of 900 simulation 

seconds. 
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Histogram based Image Spam Detection using 

 Back propagation Neural Networks 
 

M. Soranamageswari and Dr. C. Meena 
PT

Abstract-In general words, image spam is a type of e-

mail in which the text message is presented as a picture in an 

image file. This prevents the text based spam filters from 

detecting and blocking such spam messages. In our study we 

have considered the valid message as “ham” and the invalid 

message as “spam”. Though there are several techniques 

available for detecting the image spam (DNSBL, Greylisting, 

Spamtraps, etc.,) each one has its own advantages and 

disadvantages. On behalf of their weakness, they become 

controversial to one another. This paper includes a general 

study on image spam detection using some of the well-liked 

methods. The methods comprise, image spam filtering based on 

File type, RGB Histogram, and HSV histogram, which are 

explained in the following sections. The finest method for 

detecting the image spam from the above-mentioned methods 

can be determined from the above study. 

Keywords- File Type, HSV Histogram, Image Spam, RGB 

Histogram 

 

I. INTRODUCTION 

 

pam can be uttered as Unsolicited Bulk E-mail (UNBE). 
The most extensively predictable category of spam is e-

mail spam. Most UNBE is designed for elicitation, phishing, 

or advertisement. E-mail spam is the practice of sending 

unwanted e-mail message through junk mail, frequently 

with commercial content, in large quantities to an 

indiscriminate set of recipients. A Spam message also holds 

its hand with Instant Messaging System. This Instant 

Messaging spam, which is also known as ―Spim‖, makes use 

of instant messaging system. Mobile Phone Spam is directed 

at the text messaging service of a mobile phone. In the 

similar fashion spam targets on video sharing sites, real time 

search engines, online game messaging and so on. 
In the mid 1990s when the internet was opened up for the 

general public Spam in e-mail started to become a problem. 

In the following years the growth of spam was exponential 

and today it comprises some 80-85 percent of all the e-mail 

in the world, by conservative estimate [3]. Spam messages 

have its wings stretch into all kinds of applications in recent 

years. More techniques are adopted by several service 

providers to eliminate spam messages and not all are 

noteworthy. All these techniques are losing their potency as 

spammers become more agile. The spammers have turned 

their towards image spam in the recent years. 
The embedded image carries the target message and most 

email clients display the message in their entirety. Most of  
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them emails also have similar properties as image-based 
emails; existing spam filters are no longer capable of 

detecting between image-based spam and image ham [1]. 

This provides a way for the spammers to easily foil the spam 

filters. The text messages embedded in all image spam will 

convey the intent of the spammer and this text is usually an 

advertisement and often contains text, which has been 

blacklisted by spam filters (drug store, stock tip, etc).  

 

II. NEURAL NETWORKS 

 

This image spam can be identified using various methods. 
By using supervised and semi, supervised learning 

algorithms in neural networks image spam can be detected. 

A neural network is a computational model or mathematical 

model that tries to simulate the structure and/or functional 

aspects of biological neural networks. An artificial neural 

network is an adaptive system that change its structure based 

on external or internal information that flows through the 

network during the learning phase. Thus, neural networks 

are non-linear statistical data modeling tool. Different types 

of artificial neural networks that can be trained to perform 

image processing are feed forward neural networks, Self-

Organizing Feature Maps, Learning Vector Quantizer 
network. All these networks contain at least one hidden 

layer, with fewer units than the input and the output layers. 

In particular, the Back propagation neural network 

algorithm performs gradient-descent in the parameter space 

minimizing an appropriate error function. The Parameters 

like mode of learning, information content, activation 

function, target values, input normalization, initialization, 

learning rate, and momentum decide the performance of the 

back propagation neural networks. The back propagation 

neural network can be used for compression of various types 

of images like natural scenes, satellite images, and standard 
test images. In this paper, back propagation neural network 

is implemented to detect the image spam. Back propagation 

algorithm is a widely implemented learning algorithm in 

ANN. This algorithm implemented is based on error 

correction learning rule. The error propagation contains two 

passes through the different layers of the network, a forward 

pass and a backward pass. In the first case, the synaptic 

weights of the networks are fixed, whereas in the latter case, 

the synaptic weights of the network are adjusted in 

accordance with an error-correction tool. A neural network 

has wide range of applications. Their application areas 

include data processing including filtering, clustering, blind 
source separation and compression, classification including 

pattern and sequence recognition, novelty detection and 

sequential decision making and function approximation or 

S 

GJCST Classifications: 

 I.2.10, K.6.5, F.1.1, I.4.0, I.5.4 
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regression analysis, including time series prediction, fitness 

approximation and modeling. 

 

III. RELATED WORK 

 

Many discussions have been carried out previously on 

image spam detection. Under this section, we have an 

overview of the literature. 

Marco Barreno et al., in [2], explains the different types of 

attacks on the machine learning algorithms and the systems, 

a variety of defenses against those attacks, and the ideas that 

are important to secure the machine learning. This approach 
illustrates the methods that spammers handle to attack a 

system to design an image spam. The issue of machine 

learning security goes beyond intrusion detection systems 

and spam e-mail filters. The different measures of defenses 

involved in their discussion are robustness, detecting the 

attacks, disinformation, randomization for targeted attack, 

and cost of countermeasures.  

A modification of Latent Dirichlet Allocation (LDA), 

Known as multi-corpus LDA technique was introduced by 

Istvan Biro et al., in [4]. In their proposal, they created a 

bag-of-words document for every web site and run LDA 
both on the corpus of sites labeled as spam and as non-spam. 

This assisted them to collect spam and non-spam topics 

during their training phase. They implemented these 

collections on an unseen test site to detect the spam 

messages. This method in combination with web spam 

challenge 2008 public features, and the connectivity sonar 

features is used to test images. Using logistic regression to 

aggregate these classifiers, the multi-corpus LDA yields an 

improvement of around 11 percent in F-measures and 1.5 

percent in ROC. 

Spam web page detection through content analysis is put 

forth by Alexandros Ntoulas et al., in [11], which projected 
some earlier undefined techniques for automatic spam 

message detection. They also discussed the effectiveness of 

those techniques in isolation and when aggregated using 

some classification algorithms, which proved to be truth 

worthy in detecting the image spam.. 

 Bhaskar Mehta et al., in their paper [2], describe two 

solutions for detecting image-based spam after considering 

the characteristics of image spam. The first utilized the 

visual features for classification, and offers an accuracy of 

about 98 percent, i.e. an improvement of at least 6 percent 

on comparison with the existing solutions. Second, they 
used SVMs to train classifiers using judiciously decided 

color, texture, and shape features. This approach helped 

them in dtecting near duplication in images. The strategies 

for Image spam detection discussed in their work are near-

duplicate detection in images, visual features for 

classification, an algorithm for classification of visual 

features, optical character recognition (OCR). 

Clustering based spam detection is put forth by Chun Wei et 

al., in [23], which propagates a fuzzy-matching algorithm to 

group subjects found spam emails, which are generated by 

malware. The subjects similar to each other are found out 

using a dynamic programming. The main proposal is that 
the recursive seed selection strategy allows the algorithm to 

detect similar patterns even the spammer creates a variation 

of the original pattern. This proved to be an effective 

approach in detecting and grouping spam emails using 

templates. Clustering algorithm is utilized to find the 

similarity of strings, similarity of spam subjects and for 

clustering spam subjects. 

Seongwook Youn and Dennis McLeod in [24], describes the 
method of filtering gray e-mail using personalized 

ontologies. Their work in [24], explains a personalized 

ontology spam filter to make decisions for gray e-mail. Gray 

e-mail is a message that could reasonably be estimated as 

either spam or ham. A user profile has been created for each 

user or a class of users to handle gray e-mail. This profile 

ontology creates a blacklist of contacts and topic words.  

 

A. Image Spam Classification Based Of Text Properties 

 

Image Spam classification based on text properties includes 

finding the location of texts in images or videos. Texts are 
usually designed to attract attention and to reveal 

information. The Connected Component based (CC) and the 

texture-based approaches are the two leading approaches 

used in the past to extract the characteristics for the text 

detection task. These characteristics include coherence in 

space, geometry and color [5]. In CC-based methods [6], the 

image is segmented into a set of CCs and is grouped into 

potential text regions based on their geometric relation. 

These potential regions are then examined using some rule-

based heuristics, which makes use of the characteristics like 

size, the aspect ratio and the orientation of the region. The 
efficiency of this method becomes questionable when the 

text is multi-colored, textured, with a small font size, or 

overlapping with other graphical objects. 

In texture-based methods [7], it is assumed that the texts 

have distinct textural properties, and this can be used to 

distinguish then from the background. Even though this 

method perform well for images with noisy, degraded, or 

complex texts and/or background it seems to be time-

consuming as texture analysis is essentially computational 

intensive. 

An increase in the use of internet in the recent years, had led 
to tremendous growth in volumes of text documents 

available on internet. Accordingly, the management and 

organization of text has become an important task. So a set 

of predefined categories of these text documents known as 

Text Categorization is maintained. A number of machine 

learning algorithms such as K-nearest Neighbor, Centroid 

classifier, Naive Bayes (NB), Winnow and Support Vector 

Machines (SVM) are extensively used to deal with Text 

Classification. OCR technique is used to isolate text from 

image. Carrying out semantic analysis of text embedded into 

images attached to e-mails first requires text extraction by 

OCR techniques.  
Naïve Bayes is a simple classifier most commonly used in 

pattern recognition, while it has the assumption that the 

feature attributes are independent, the accuracy of the Naïve 

Bayes classification is typically high [8]. Support Vector 

Machine (SVM) has been widely applied to most practical 

applications because of its superiority in handling high 



www.manaraa.com

Global Journal of Computer Science and Technology Vol. 9 Issue 5 (Ver  2.0), January 2010     P a g e  | 64 

 
dimensional data. The parameter tuning [9, 10], and the 

Thresholding [11, 12], are the two common techniques that 

are applied prior and posterior to the SVM algorithms 

respectively.  

 

B. Image Spam Classification Based On Content 

 
One popular practice when creating spam pages is 

―Keyword Stuffing". [13] In Content based image spam 

detection we investigate whether an excessive number of 

words within a web page (excluding markup) is a good 

indicator spam. In the next step, have to determine whether 

there is excessive appearance of keywords in the title of a 

page. Uncommon practice that was observed in manually 

tagged data set is the use of ―composite‖ words in spam 

pages. 

Content-based Naive Bayes (PGRAM) is another technique 

for the classification of Image spam. In [14], the task of 
spam detection has floated the idea of a partial Naïve Bayes 

approach, biased towards low false positive rates. It also 

uses word tokens, but filters out predefined common tokens. 

The content and the header of the incoming e-mail is mostly 

analyzed by the available anti-spam techniques [15]. They 

try to infer something about the kind of the material 

contained in the message by looking for specific pattern 

typical of a spam message. For these reasons, these filters 

are known as ―content based.‖ There are many anti-spam 

techniques available that falls under this category. 

Blacklist and White list filters check whether the incoming 

message is from a known and trusted email address. Rule 
based filters correlate a score to every incoming email 

calculated according to a set of rules based on typical 

features of spam messages (fake SMTP components, 

Keywords, HTML formatting, etc) [16]. In case the score 

exceeds the given threshold value it is recognized to be a 

spam message. Major problem in this method is that, since 

its semantics are not well defined, it is difficult to aggregate 

rules and ascertains a threshold that limits the number of 

false positives. Spam Assassin [17], results from the 

successful implementation of the above-mentioned 

technique.  
 

IV. PROPOSED METHODOLOGY 

 

In this work, we proposed two new image spam classifiers 

based on file properties and histogram of an image. The 

proposed techniques can be explained in the following 

sections., 

 

A. Image Spam Detection Based On Their File Type 

 

One method of detecting the image spam is based on their 

file type. Image spam e-mails will mostly contain images in 

JPEG or GIF file types. The basic features (see table1.) that 

can be derived from an image at an extremely low 

computational cost are the width and the height denoted in 
the header of the image file, the image file type and the file 

size. In this study, we focus on the all file formats that are 

commonly seen in e-mail, which are the Graphics 

Interchange Format (GIF), and the Joint Photographic 

Experts Group (JPEG) format, Bitmap (BMP) and Portable 

Network Graphic (PNG). By parsing the image headers of 

the image files using a minimal parse a general idea of the 

image dimensions (width and the height), can be obtained; 

as this does not involve any decompression or decoding on 
any actual image data the dimensions can be obtained rather 

faster.  

In the case of GIF files there will be presence of virtual 

frames [18], which may be either larger or smaller than the 

actual image width. And this issue can be detected by 

decoding the image data. The problem imposed in the case 

of the corrupted images is that the lines near to the bottom 

of the image will not decode properly. Any further decoding 

of the image data from that point of corruption will be 

decisive. In order to obtain the amount of information that 

we gain from above features, the signal to noise ratio is 
defined. It is calculated as the distance of the arithmetic 

means of the spam and ham classes divided by the sum of 

corresponding standard deviation. 

 

 

 

Where, spam is the Mean value of the spam, 

            ham is the Mean value of ham, 

           spam  is the standard deviation of spam, 

          ham is the standard deviation of ham. 

Table 1. Image Features 

 

 

 

 

 

 

 

 

This feature analysis reveals a fact that the binary features 

reflect the percentage of images in the respective formats. 
The feature f6 is the most informative feature beyond the 

binary image format feature. Most legitimate images in e-

mails (―ham‖) are JPEG images. The f3 is the aspect ratio of 

the image (i.e.) f1/f2. The feature f6 captures the amount of 

compression achieved by calculating the ratio of pixels in an 

image to actual image size. The compression is better if 

more number of pixels is stored per byte. This stimulates us 

to classify image spam with a similar supervised learning 

idea like Data Modeling. 

 

B. Image Spam Detection Rgb Histogram 
 

Image spammers implement different randomization 

techniques to introduce noise into spam images. This makes 

the single feature not able to detect all the variations 

introduced into an image. Hence, color histogram filter can 

be used to detect image spam in this case [19]. Spam image 

formation algorithms are intended to defeat well-known 

vision algorithms like OCR (Optical Character 
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Recognition). The color histogram is a trouble-free feature 

and can be calculated very effectively by one simple pass of 

the whole image. 

A 64-dimensional color histogram can be used in a RGB 

color space. The values in each of the color space (R, G, and 

B) can be divided into 4 bins of equal size resulting in 4X4X 

4 = 64 bins in total. For each bin, the amount of color pixel 
that falls into that particular bin is calculated. Finally, it is 

normalized so that the sum equals to one. The distance 

between the two color histogram features can be determined 

using L1 distance. For D-dimensional, real-valued feature 

vectors of an image, the L1 distance of the pair of points 

),....,( 1 DXXX   and ),....,( 1 DYYY   has to form 

[19]: 

 

 

Frankel et al in [20], quantifies color saturation as the 

fraction of total number of pixels in the image for which 

difference max(R, G, B) – min(R, G, B) is greater than some 

threshold value T. The threshold value can be set by the 

evaluator. This fraction is evaluated for both text and non-

text regions on the image. This leads to two color saturation 
features.  

 

C. Image Spam Detection Using Hsv Histogram 

 

The HSV color space is fundamentally different from the 

widely known RGB color space since it separates out the 

intensity from the color information. The HSV stands for the 

Hue, Saturation, and Value based color model. The Value 

represents intensity of a color, which is decoupled from the 

color information in the represented image.  

A three dimensional representation of the HSV color space 
is a hexacone, in which the central vertical axis represents 

the intensity [21]. Hue defines the angle relative to the red 

axis. Similarly, saturation is the depth or purity of the color 

and is measured from the radical distance from the central 

axis with value between 0 at the center to 1 at the outer 

surface. 

The intention of the spammers is that the spam messages 

designed by them should be easily noticeable by the users. 

Hence, it is obvious that the spammers use highly 

contrasting colors to design their spam messages. This 

property is defined as ―Conspicuousness‖ meaning 

―Obvious to the eye‖. This histogram is converted into three 
bins and passed into neural networks and their epoch value 

is set to 300 and the goal in BPNN is set to 0.001. 

 

V. EXPERIMENTAL RESULTS 

 

In order to design and evaluate our spam detection 

algorithms, we used a collection of 5000 random images 

from spam archive dataset. Accuracy (A), Precision (P), and 

Recall (R), are some of the well-known performance 

measures. If the value of precision is high, it obviously 

indicates that the false negative is high. In other words, the 
detector has misclassified many spam messages as ham 

message. On the other hand, a high recall indicates that the 

false positive is high, i.e. many legitimate messages (ham) 

are misjudged as spam. We concern about the trade-off that 

exists between the spam and ham when we consider 

precision and recall values. 

These measures are defined below and used in this study. 

 

 
 

 

 

 

 

 

TP is the number of e-mail that is spam and correctly 

predicted as spam; FP is the number of e-mail that is 

legitimate but predicted as spam; TN is the number of e-

mail that is legitimate and is truly predicted as legitimate 

(ham); and FN the number of e-mail that is spam but 

predicted as legitimate. 
 

Table 2. Confusion Matrix 

 

 

 

 

 

Table 3. Shows the comparison of the Accuracy (A), 

Precision (P), and Recall (R) for different approaches of 

spam detection. The approaches being spam detection based 

on file properties, RGB histogram, and HSV histogram.  
 

 

Approach 

Accuracy (A) Precision (P) Recall (R) 

Ham Spam Ham Spam Ham Spam 

File 

properties 

90.5

% 

86.6

% 

84.5

% 

80.6

% 

88.3

% 

85.7

% 

RGB 

histogram 

94.6

% 

92.1

% 

88.7

% 

84.1

% 

90.5

% 

89.6

% 

HSV 

histogram 

96.5

% 

95.4

% 

90.5

% 

88.7

% 

92.0

% 

91.4

% 

Combinatio

n of RGB 

and HSV 

histogram 

99.3

% 

99.1

% 

98.3

% 

95.5

% 

96.8

% 

95.9

% 

Table 3. Comparison of Accuracy, Precision, Recall 

Based on spam detection with the help of file properties, the 

signal to noise ratio of the GIF Images and the JPEG images 

are tabulated below. The Table. 4 [18] evidently illustrate 

the Signal to Noise ratio for calculated for spam and ham 

messages that were of GIF format. 

In the similar way Table. 5 [18], explains the calculation of 
Signal to Noise ratio for detecting the image spam for JPEG 

format only. This demonstrates the signal to noise ratio for 

different features that were mentioned in Table. 1. Based on 
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the Signal to Noise ratio obtained for different features of an 

image it is possible to isolate spam message from the ham 

message. This minimizes the rate of false positive obtained. 

Feature S2N spam
 

ham
 spam  ham  

f1 0.188 519.2 257.0 176.4 1216.5 

f2 0.143 356.3 165.1 128.7 1208.7 

f3 0.043 1.76 53.8 4.58 1206.1 

f4 0.100 15269.6 29347.1 13459.1 127587.5 

f5 0.767 195339.6 42098.9 107180.16 92658.9 

f6 0.524 16.97 5.00 10.4 12.50 

 

Table 4. Feature Quality (GIF Only) 

 

 

Feature S2N spam
 

ham
 

spam
 ham  

f1 0.289 422.08 618.40 133.16 546.64 

f2 0.308 305.50 496.66 129.20 491.59 

f3 0.040 2.05 2.12 2.005 14.98 

f4 0.272 21601.06 203686.40 12787.30 655880.90 

f5 0.323 127524.60 539062.50 71339.82 1202866.95 

f6 0.265 6.70 4.82 3.90 3.15 

 

Table 5. Feature Quality (JPEG Only) 

Fig. 2 shows the comparison chart of different histogram 

based approaches in determining the image. The comparison 

of precision and recall value is shown below. 

 

 

 

 

 

 

 

 

 
 

Fig. 2 Comparison of precision and recall values for 

different types of HSV and RGB histogram generation. 

 

VI. CONCLUSION  

 

This paper reveals a general study on Image spam, 

classification of image spam on the basis of text properties 

and content properties, and some of the methodologies in 

detecting the image spam. The detection of image spam 

using their file properties seems to be an effective method in 

detecting the spam. This method eliminates only 80 percent 

of the spam messages and this makes the method not 

suitable for most of the cases. The spam messages need 

further filtering after the file type detector to completely 

eliminate the spam e-mails. The second approach of image 

spam detection using histogram seems to be advanced 
method of the first described. Since, this method implements 

the distance measurement it seems to be more convenient in 

detecting spam than the former approach. The latter 

discussed HSV histogram method of image spam detection 

is the most advanced method in eliminating the spam 

messages. This method utilizes the color moments to 

determine the saturation level of the contrasted colors. This 

seems to be effective in spam detection. This method 

minimizes the low false positive rate to minimum. HSV 

histogram approach provides improved performance in 

detecting the image spam than the methods of spam 
detection using their file type and color histogram. HSV 

based histogram provides better performance at varying 

brightness and contrast settings.  
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Abstract- Fuzzy approach to control congestion in ATM 

networks is inevitable in research areas. . A control scheme 

that dynamically regulates traffic flow according to changing 

network conditions however requires the understanding of 

network dynamics. To minimize congestion, for a gradual 

change we proposed fuzzy approach. In our scheme, burst 

length as well as buffer occupancy are represented by 

triangular membership functions of fuzzy sets. However, these 

improvements are achieved at the cost of higher time 

complexity. 

I. INTRODUCTION 

 

 Major development in high-speed networking is the 

emergence of B-ISDN's and ATM. ATM has been 

designed to support various classes of multimedia traffic 

with different bit rates and QoS requirements. Due to the 
unpredictable fluctuations and burstiness of traffic flow 

within multimedia networks, congestion can occur 

frequently. Therefore, it is necessary to design appropriate 

congestion control mechanisms to ensure the promised QoS 

is met. Shift in the network‘s performance bottleneck from 

channel transmission speed to propagation delay of the 

channel and the processing speed at the network switching 

nodes [1]. 

Consequently, congestion prevention can be interpreted as 

the problem of matching the admitted traffic to the network 

resources. This, in turn, could be viewed as a classical 

problem of feedback control i.e. matching the output to the 
input of dynamical systems [2]. In feedback controls, when 

possible traffic congestion is detected at any network 

element, feedback signals are sent back to all sources. ATM 

layer congestion control refers to the set of actions taken by 

the network to minimize the intensity, spread, and duration 

of congestion. Feedback flow control is one of the solutions 

which has been reported in the literature [3],[4],[5]. 

The growing success of fuzzy logic in various fields of 

applications, such as control, decision support, knowledge 

base systems, data base information retrieval and pattern 

recognition, is due to its inherent capacity to formalize 
control algorithms that can tolerate imprecision and 

uncertainty, emulating the cognitive processes that human 

beings use every day[6],[7],[8].  Fuzzy logic system have 

been successfully applied to deal with congestion control 

related problems in ATM networks and have provided a 

robust mathematical frame work for dealing with real world 

imprecision [9],[10]. The fuzzy approach exhibits a soft 

behavior, which means a greater ability to adapt itself to 

dynamic, imprecise, and bursty environments. Comparative 

studies [11] have shown that the fuzzy approaches 

significantly improve system performance compared with 

conventional approaches. 

In conventional schemes, a binary threshold divides the 

buffer space in two parts: below or equal to   the   threshold 
level, for every arriving cell is given entry to the network 

and above the threshold every cell is rejected. In fixed 

threshold case as described by Bonde et. al. [11], two states 

of buffer - block and admit can be replaced by fuzzy sets. 

We have proposed the use of fuzzy logic for dynamic feed-

back threshold scheme. In applied fuzzy scheme, burst 

length as well as buffer occupancy are represented by 

triangular functions. 

 

II. FUZZY EXPERT SYSTEM 

 
Fuzzy logic provides a general concept for description and 

measurement. Unlike traditional Aristotelian two-valued 

logic, in fuzzy logic, fuzzy set membership occurs by degree 

over the range [0,1], which is represented by a membership 

function. The function can be linear or non-linear. 

 

A. From fuzzy Set to Fuzzy Events 

 

Fuzzy set theory, compared to other mathematical theories, 

is perhaps the most easily adaptable theory to practice. The 

main reason is that a fuzzy set has the property of relativity, 

variability, and inexactness in the definition of its elements. 
Instead of defining an entity in calculus by assuming that its 

role is exactly known, we can use fuzzy sets to define the 

same entity by allowing possible deviations and inexactness 

in its role. This representation suits well the uncertainties 

encountered in practical life, which make fuzzy sets a 

valuable mathematical tool. 

 

III. MODEL OF FUZZY CONTROLLER 

 

Fuzzy systems are defined with a strong mathematical basis, 

which are rule-based systems. A fuzzy system is made of a 
fuzzifier, a defuzzifier, an inference engine, and a rule base 

as shown in Fig. 1. The role of the fuzzifier is to map the 

crisp input data value to fuzzy sets defined by their 

membership functions depending on the degree of 

―possibility‖ of the input data. The goal of the defuzzifier is 

to map the output fuzzy sets to a crisp output value. It 

combines the different fuzzy sets with different degrees of 

possibility to produce a single numerical value. 

 

 

A 

GJCST Classifications: 

 C.2.1, C.2.5, I.2.3 
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Fig.1:  Model of Fuzzy Controller 
The fuzzy inference engine defines how the system should 

infer through the rules in the rules base to determine the 

output fuzzy sets. Ray-Guang Cheng et. al. developed a 

model of a fuzzy traffic controller in which inputs linguistic 

variables are chosen so that the controller is a closed-loop 

system with the stable and robust operation. 

The heart of a Fuzzy system is a rule base, which consists of 

a set of If-Then rules. The rules are statements in which 

some words are characterized by continuous membership 

functions. For example, IF the link is close to congestion 

THEN reduce the input rate, the words close to congestion 

are characterized by a membership function as shown in the 
Figs.2 (a) and 2(b), where congestion is considered 

happening when the link utilization is above 0.8. 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

Fig. 2: A Typical Representation of Buffer Occupancy as 
well as Burst Length by Fuzzy Sets 

L, B, M, A and H represent Low, below medium, Medium, 

above medium and High membership sets respectively. 

M.V. represents membership values. 

The fuzzy system encodes expert knowledge about the 

system to be implemented rather than modeling the actual 

system; therefore it resembles a rule based expert system. 

However, unlike expert system fuzzy system does not fail 

when faced with a control situation in which no rule is 

defined. Instead, controls are inferred using the membership 

function to generate approximate control actions. 

 
IV. APPLIED FUZZY APPROACH 

 

For applied scheme out-put buffer  divided into various 

number of equal parts viz. two, three, and four for this 

purpose, then  the feedback had applied after 50%, 33%, and 

25% completion of the buffer space i.e. when  N=2, 3, and 4 

respectively. Depending upon which threshold has been 

crossed, the network gets a mild warning, ---------or an 

ultimatum. A gradual change is more intuitive here; this has 

been incorporated with fuzzy logic. In applied fuzzy 

scheme, burst length as well as buffer occupancy are 

represented by triangular functions as shown in Fig. 2. The 

degree of membership of a particular set, associated with 
each valid buffer occupancy can be read from this figure. 

This quantification of membership is called fuzzification. 

From these membership values and corresponding sets, 

blocking to be offered, again in fuzzy terms can be find out.  

This process is called rule-based inference. As an example, a 

typical rule is when buffer occupancy is high and burst 

length is high, number of blocked cells is also high as shown  

in Lookup Tables 3.1(a), and 3.1(b). 

Blocking 

 

 

 
 

 

 

 

 

 

Table 3.1 (a): Lookup Table 

 

 

 

 
 

 

 

 

Blocking 

Table 3.1(b) : Lookup Table 

Then, by applying suitable defuzzification method, the 

percentage blocking to offered at that particular buffer 

occupancy level and at given burst length can be 

determined. For defuzzification, with the set such as shown 

in the Table 3.2, weighted Average is used. 
 

 

 

 

Table 3.2: Defuzzification Table 

L- Low Set, B: Below Medium Set, M: Medium Set, A: 

Above Medium Set, H: High Set 

A typical example is explained as follows: Let us assume 

that buffer occupancy as well as burst length both are 

characterized by the fuzzy set described in Fig. 2(a). Also, 

maximum buffer size is kept at 8 and maximum burst length 

is assumed to be 8. Suppose, at  the time of the new arriving 
cell burst, buffer occupancy = 5 and arriving burst length = 

6. When normalized with respect to maximum value of 8, 

these variables are mapped as buffer occupancy =0.625 and 

burst 0.75. Using fuzzy set of  Fig. 2(a) for fuzzification it is 

seen that, buffer occupancy is a member of set M with 

associated value 0.5 and a member of set A with associated 
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value 0.5. Burst length is a member of set A with associated 

value 1.0 and a member of set H with associated value 0.0. 

Using  Table 3.1(a) and min-max method of evaluation, we 

get:  

Buffer occupancy M(0.5) and burst length 

A(1.0)=>Blocking of A(0.5)  

Buffer occupancy M(0.5) and burst length 
H(0.0)=>Blocking of H(0.0) 

 Buffer occupancy A(0.5) and burst length 

A(1.0)=>Blocking of H(0.5) 

Buffer occupancy A (0.5) and burst length 

H(0.0)=>Blocking of H(0.0) 

Thus, taking maximum of the four values associated with H, 

blocking has membership of set A with value (0.5) and 

membership of set H with value (0.5). Using these sets with 

weighted average of membership values, percentage 

blocking offered can be found. For defuzzification, set 1 of 

Table 3.2 is used. 
 

 

Thus the percentage blocking to be offered, as per the 

proposed scheme is 85%. Based on this method of 

determining percentage blocking for the incoming cells, an 

ATM node is simulated, and performance of the scheme has 

been compared with static and dynamic feed-back schemes. 

 

V. RESULTS 

 

The simulation results are shown in the Tables 1-6 and 

Graphs 1-6 indicated that the over all performance of the 
ATM switch improved when we applied fuzzy logic to 

Dynamic Feed-back Threshold scheme. In this work, link 

bandwidth is taken as 155.5 Mbps. So minimum delay 

suffered by a cell is 2.827 µs. Each input VBR source i, i=1, 

2,……., N is modeled by two state 

ON-OFF Interrupted Bernoulli Process (IBP). We first 

considered switch of size 10×10, with input length = 4 and 

output length = 8. We had applied a constant threshold 

(C.Th.) = 4, the size of the output buffer (Bop) is kept 10. 

Out-put buffer had divided into equal number of parts viz. 

two, three, and four.  The feedback had applied after 50%, 
33%, and 25% of the buffer space gets filled i.e. when N =1, 

and 2 respectively under Dynamic Threshold Feed-back 

(D.Th.Fb.) scheme. Simulation results are taken for these 

values of N, after applying different load conditions. A 

gradual change is more intuitive here, this has been done 

with fuzzy logic in our proposed Fuzzy Feed-back (F.Fb.) 

scheme. 

The results are obtained for the three important performance 

indices i.e. throughput, average cell delay and cell loss 

probability Vs load. The performance of the new proposed 

scheme has been compared with Constant Threshold and 

Dynamic feed-back Threshold based schemes. From  the 
results we observed that all the QoS parameters as described 

above are the function of   offered load and number of 

buffer parts(N), but for Constant Threshold Scheme these 

parameters don‘t depend on the value of N. 

For low loads (L  0.5) all the schemes provide about the 
same throughput (100% - 99%).  Which shows that all the 

incoming cells are served by the switch, so we will limit our 

discussion to higher loads.  For moderate loads (0.5  L  
0.7), due to rigidness of the Constant Threshold the 

throughput decreases from 99% to 97%, but the remaining 

schemes again have same results.  The reason is that since 

after the completion of every 50%, 33% and 25% of the 

buffer space the network gets a proper signal to control the 

incoming burst of cells. At higher loads (0.7  L  0.9), the 
throughput decreases up-to 96% for Constant Threshold 

Scheme. At these load conditions the value of throughput 
increases gradually for Dynamic Feed-back Scheme with 

respect to N, while remains constant for proposed Fuzzy 

Scheme. 

The value of average cell delay for Constant Threshold 

Scheme increases rapidly as offered load changes from 

lower to higher. This parameter is again doesn‘t depend 

upon value of N. But the value of average cell delay is very 

low for Dynamic Feedback Threshold Scheme. For 

proposed Fuzzy Scheme it is minimum. 

Like average cell delay, the results show that Proposed 

Fuzzy Scheme has minimum value of average cell loss 
probability too.  The reason can be explained as follows: 

The threshold function determines, for each cell-burst, how 

many of the arriving cells to admit into the buffer. This 

function bears significant influence on the performance of 

the network including the fraction of cells lost due to 

dropping or excessive delays and the delay distribution of 

the cells. The traditional ‗fixed‘ scheme utilizes a binary 

threshold: admit or no-admit, depending on the occupancy 

of the buffer. In the proposed Fuzzy Scheme, blocking 

decision is based on triangular membership function. 
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VI. DISCUSSION & CONCLUSION 

 
As shown in the previous section 2.4, the new fuzzy logic 

based scheme performs very well in comparison to the fixed 

threshold scheme.  However, the price paid, is in terms of 

increased time complexity.  The fixed threshold case has a 

time complexity of the order of 0(l) because it has to be 

decided only once if incoming burst can be accommodated 

or not.  In this Section an analysis is carried out to determine 

worst case time complexity of the suggested scheme. 

 

Step A - Fuzzification 

 
If simple space of buffer occupancy is represented by n sets 

and if burst length sample space is represented by in Sets, in 

the worst case, this is bounded by time complexity of 0(n) 

and 0(m) respectively 

 

Step B - Look-up Table 

 

At the and of fuzzification process, member functions along 

with membership values obtained.  The set of membership 

functions can be at the most m in case of burst length and at 

most n in the case of buffer occupancy.  Now, for each 

membership function of buffer occupancy, every 
membership function of burst length is taken and the look-

up table is referred and corresponding entry is noted down.  

Whole of this process takes constant time.  As this process is 

referred for a total m.n of times, the time complexity of this 

step is 0(m.n). 
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Step C - Inference Engine 

Assuming that, these m.n data elements are clustered in m 

groups, each group having n data elements, it can be easily 

seen that finding out the minimum element in n data 

elements is of time complexity 0(n).  As this procedure is 

repeated for m times, the total time complexity of finding 

out minimum is 0(m.n). It can be safely assumed that de-
fuzzification sample space is represented by not more than I 

element where m.n. This assumption is valid as at the most 

m.n look-up table entries are referred only.  So finding out 

maximum for these entries takes time of the order of 0(m.n) 

again.  Total time complexity of this step is thus 0(m.n) +O 

(m.n). 

 

Step D - Defuzzification 

 

Here, the fuzzy sets passed on along with the membership 

values are defuzzified to determine the crisp output value.  
Without losing generality, it can be assumed n>m.  In this 

case. we can say that at the most m.n membership functions 

along with the values are passed on from step 3. For each 

function, respective de-fuzzification value is retried and 

multiplying with associated weight tubes a constant time.  

So worst case time complexity is 0(m.n). Addition of all the 

elements after this has time complexity of 0(m.n) and 

divided by addition of respective weight (complexity of 

0(m.n) again). Division takes constant time out of time. 

So the total time complexity of this step (O(m.n) +O(m.n) 

+O(m.n)). 

Total Time Complexity 
Total time complexity of fuzzy logic is obtained by adding 

the individual time complexities as follows: 

O(m) +O(n) +O(m.n) +O(m.n) +O(m.n) +O(m.n) +O(m.n) 

+O(m.n) 

Which by using the result from , turns out to be of time 

complexity of 0(m.n). For n>=m the time complexity of the 

new scheme can be expressed as 0(n'). 

Thus new scheme can be easily implemented for small value 

of n. For large n time complexity may become a liability for 

the new scheme. 

In this paper, we have introduced fuzzy approach to control 
congestion in ATM networks. When a number of bursty 

traffic sources add cells, the network is inevitably subject to 

congestion. Various traditional approaches to congestion 

management reported in the literature, utilize ‗fixed‘ 

threshold, i.e., either binary or a limited number of 

predetermined values based on the cell priorities, to 

determine when to permit or refuse entry of cells into the 

buffer. The aim is to achieve a desired tradeoff between the 

number of cells carried through the network, propagation 

delay of the cells, and the number of discarded cells. 

Conventional thresholds suffer from some fundamental 

limitations. One of the limitations is the difficulty of 
obtaining complete statistics on input traffic to a network. 

As a result, it is not easy to accurately determine the 

equivalent capacity or effective thresholds for multimedia 

high-speed networks in various bursty traffic flow 

conditions. Besides, these approaches/schemes provide 

optimal solutions only under a steady state. From these 

membership values and corresponding sets, blocking to be 

offered, again in fuzzy terms can be find out. Then, by 

applying suitable defuzzification method, the percentage 

blocking to offered at that particular buffer occupancy level 

and at given burst length can be determined. A comparative 

study has revealed the proposed scheme is able to achieve 

lower average delay and higher throughput than the constant 
as well as dynamic feed-back threshold schemes and that too 

with lower cell loss probability. 
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A Survey on Shortest Path Routing Algorithms for 

Public Transport Travel 
 

S.Meena Kumari & Dr.N.Geethanjali 
 

Abstract- Routing is the act of moving information across a 

network from a source to a destination. Along the way, at least 

one intermediate node typically is encountered. Routing is 

often contrasted with bridging, which might seem to 

accomplish precisely the same thing to the casual observer. 

Routing involves two basic activities: determining optimal 

routing paths and transporting information groups through a 

network. Routing also refers to path finding between source 

and destination. This literature review investigates some of the 

gateways to path finding in different networks that are listed in 

present research literature. A selected set of different 

approaches are highlighted and set in a broader context, 

illustrating the various aspects of path finding in different 

networks. Because path finding is applicable to many kinds of 

networks, such as roads, utilities, water, electricity, 

telecommunications and computer networks alike, the total 

number of algorithms that have been developed over the years 

is immense. The aim of this survey is to compromise a selected 

cross-section of approaches towards path finding and the 

related fields of research, such as transportation GIS, network 

analysis, operations research, artificial intelligence and 

robotics, to mention just a few examples where path finding 

theories are employed. 

Keywords- Routing, Shortest path algorithms, ITS, KSP. 

 
I. INTRODUCTION 

 

his paper projects about various shortest path   

algorithms of routing in transportation  networks.  

Routing algorithm is the key element in any networks 
performance, and  thus  it  can  be  seen  as  the  brain  of  

the network. ―Was it possible to find a path through the city 

crossing each of its seven bridges once and only once and 

then returning to the origin?‖ – This was Euler‘s famous 

―Königsberg bridge‖ question, dating back as far as 1736. It 

is often seen as the starting point of modern path finding. 

The basis of what is now known as graph theory was formed 

by Euler‘s methods and this theory in turn paved the way for 

path finding algorithms. In long–distance road travelling, 

where successful route planning, prior to travelling and en-

route is essential to finding the optimal path from origin to 
destination. ―Optimal‖ refers to shortest time, shortest 

distance, or least total cost, the latter being of major concern 

in some parts of the country, where travelling by car may 

mean many costly ferry crossings and expensive to all roads  
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roads in order to get from one‘s departure to one‘s arrival. 

Path finding in a fixed static network, set costs for traversing 

the network, and path finding in a dynamic network, the cost 

of traversing the network varies over the time of traversing. 

Because path finding is applicable to many kinds of 

networks, such as roads, utilities, water, electricity, 

telecommunications and computer networks alike, the total 

number of algorithms that have been developed over the 

years is immense. The aim of this survey is to compromise a 

selected cross-section of approaches towards path finding 

and the related fields of research, such as transportation GIS, 
network analysis, operations research, artificial intelligence, 

and robotics, to mention just a few examples where path 

finding theories are employed. Road networks are the 

backbone of modern society. Consequently, the reliability of 

this road network is thus a decisive factor not only in terms 

of market outreach and competition, but also in terms of 

continuity, to ensure a 24/7 operation of the community we 

live in. Any threat to the reliability of the road network 

constitutes a vulnerable spot, a weakness, that need to 

addressed in order for the network not to fail, given the right 

(in fact: ―wrong‖) circumstances. This is of particular 
concern when considering sparse, rural networks, because 

what by urban standards is a minor degradation (i.e. car 

accident, resulting in queuing, delays and diversions) may 

have severe consequences  if occurring in a rural setting (i.e. 

blocking the only access road for hours, even days or 

weeks).One hazard to transportation networks that has 

emerged recently and what may become an increasing 

concern in the near future are the effects global climate 

change,  with extreme weather and precipitation patterns not 

seen before, and thus closing or degrading links that were 

thought invulnerable to such threats (Askildsen, 2004).  
 

II. INTELLIGENT  TRANSPORT SYSTEMS 

 

In paper, the recent decade‘s road transportation systems 

have undergone considerable increase in complexity and 

congestion proclivity. From a user point of view, what 

matters most in relation to a road network is the following: 

Can I, at the desired time of departure, get from A to B by 

using the intended route and means of transport, and arrive 

at a desired time, which would be the best case. Or, does 

there exist no route or means of travel at all that can take me 

from A to B at the desired time of departure, let alone within 
arriving at the desired time, which to the user would be the 

worst case. This gave rise to the field of ITS, Intelligent 

Transport Systems, with the goal to apply and merge 

advanced technology to make transportation more safe and 

efficient, with less congestion, pollution and environmental 

impact. In working towards this goal, ITS can take many 

T 
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different forms. Vehicle location and navigation systems are 

one of these forms and have come along with the emerging 

field of transport telematics. Transport telemetric implies the 

large-scale integration and implementation of 

telecommunication and informatics technology in the field 

of transportation, penetrating all areas and modes of 

transport, the vehicles, the infrastructure, the organization, 
and management of transport.  

Zhao (1997) distinguishes between route planning and route 

guidance as two key elements in vehicle location and 

navigation systems as part of ITS. Route planning is the 

process that helps vehicle drivers plan a route prior to 

driving a specific part of his or her journey. Route guidance 

is the real-time process of guiding the driver along the route 

generated by a route planner. 

Huang et al. (1995) discriminates route guidance even 

further, distinguishing between centralized and 

decentralized route guidance. In the former, vehicles 
conduct their own path finding using on-board computers 

and static road maps in CD-ROMs, and applying heuristic 

search algorithms. Centralized route guidance relies on 

traffic management centers (TMC) to answer path queries 

submitted by vehicles linked to it. In this case, Huang et al. 

(1995) describe a central server holding a materialized view 

of all shortest paths at that given time, accessed by lookup 

requests from the vehicles equipped with this system. 

Although not explicitly stated, it can be assumed that this 

also is the case in the Advanced Traveler Information 

System (ATIS) detailed by Shekar and Fetterer (1996) or the 

ADVANCE project portrayed by both Revels (1998) and 
Zhao (1997). Boyce et al. (1997) provide a detailed 

evaluation study of the ADVANCE project for further 

reference. 

 

III. SHORTEST  PATH  ALGORITHMS 

 

Efficient management of networks requires that the shortest 

route from one point (node) to another is known; this is 

termed as the shortest path. It is often necessary to be able to 

determine alternative routes through the network, in case 

any part of the shortest path is damaged or busy. The 
analysis of transportation networks is one of many 

application areas in which the computation of shortest paths 

is one of the most fundamental problems. These have been 

the subject of extensive research for many years. The 

shortest path problem was one of the first network problems 

studied in terms of operations research. Fixed two specific 

nodes s and t in the network, the goal is to find a minimum 

cost way to go from s to t. Several algorithms for computing 

the shortest path between two nodes of a graph are known. 

This one is due to Dijkstra (1959). Each node is labeled with 

its distance from the source node along the best-known path. 

Initially, no paths are known, so all nodes are labeled with 
infinity. As the algorithm proceeds and paths are found, the 

labels may change, reflecting better paths. A label may be 

tentative or permanent. Initially, all labels are tentative. 

When it is discovered that a label represents the shortest 

possible path from the source to node, it is made permanent 

and never changed thereafter. A network consists of arcs, or 

links, and nodes. The fastest path is calculated as a function 

associated with the cost of travelling the link. Even though 

the different research literature tends to group the types of 

shortest paths problems slightly different, one can discern, 

in general, between paths that are calculated as one-to-one, 

one-to-some, one-to-all, all-to-one, or all-to-all shortest 

paths. In software packages solving static network shortest 
path problems the software usually aggregates a once-off 

all-to-all calculation for all nodes, from which subsequent 

routes then are derived. Clearly, this approach is not feasible 

for dynamic networks, where the travel cost is time-

dependent or randomly varying. However, the majority of 

published research on shortest paths algorithms has dealt 

with static networks that have fixed topology and fixed 

costs. A few early attempts on dynamic approaches, 

referenced by Chabini (1997), are Cooke and Halsey (1966) 

and Dreyfus (1979). Not more than a decade ago, Van Eck 

(1990) reports several hours as an average time for a 
computer to churn through an all-to-all calculation on a 250-

nodes small-scale static network, and several days on a 

16.000-nodes large-scale network. 

One way of dealing with dynamic networks is splitting 

continuous time into discrete time intervals with fixed travel 

costs, as noted by Chabini (1997). Thus, understanding 

shortest path algorithms in static networks becomes 

fundamental to working with dynamic networks. 

 

A. Shortest Path In Static Networks 

 

Several algorithms and data structures for algorithms have 
been put forward since the classic shortest path algorithm by 

Dijkstra (1959). In its modified version, this algorithm 

computes a one-to-all path in all directions from the origin 

node and terminates when the destination has been reached. 

Deonardo and Fox (1979) introduce a new data structure of 

reaching, pruning, and buckets. The original Dijkstra 

algorithm explores an unnecessary large search area, which 

led to the development of heuristic searches, among them 

the A* algorithm, that searches in the direction of the 

destination node. This avoids considering directions with 

non- favorable results and reduces computation time. 
A significant improvement is seen in the bi-directional 

search, computing a path from both origin and destination, 

and ideally meeting at the middle. In relation to this search 

technique, it should be remarked that Jacob et al. (1998) 

discard bi-directional algorithms as impractical in their 

computational study of routing algorithms for realistic 

transportation networks.  

Zhan and Noon (1996) had a comprehensive study of 

shortest path algorithms on 21 real road networks from 10 

different states in the U.S., with networks ranging from 

1600/500 to 93000/264000 nodes/arcs. In this study, 

Dijkstra-based algorithms, however differing in data 
structure, outperform other algorithms in one-to-one or one-

to-all fastest path problems. 

In summary, the A* algorithm, along with Dijkstra-based 

algorithms, are preferred in most of the literature researched 

by the author the author. It is in fact noteworthy that the 
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Dijkstra algorithm has prevailed to the present date, proving 

its universal validity. 

B. K-Shortest Path In Dynamic Networks 

 

It paper is a result of the recent advances in computer and 

communications technology, together with the 

developments in ITS, that have flared a renewed interest in 
dynamic networks. This interest in the concept of dynamic 

management of transportation has also brought forward a set 

of algorithms that are particularly aimed at optimizing the 

run-time of computations on large-scale networks.  

Chabini (1998) lists the following types of dynamic shortest 

path problems depending on (a) fastest versus minimum cost 

(or shortest) path problems; (b) discrete versus continuous 

representation of time; (c) first-in-first-out (FIFO) networks 

versus non-FIFO networks, in which a vehicle departing at a 

later time than a previous vehicle can arrive at the 

destination before the pervious vehicle; (d) waiting is 

allowed at nodes versus waiting is not allowed; (e) questions 
asked: one-to-all for a given departure time or all departure 

times, and all-to-one for all departure times; and (f) integer 

versus real valued link travel costs.  

Fu and Rilett (1996) investigate what they call the dynamic 

and stochastic shortest path problem by modeling link travel 

times as a continuous-time stochastic process. The aim of 

their research was to estimate travel time for a particular 

path over a given time period. They deviate from the 

mainstream appraisal of the A* algorithm and advocate the 

k-shortest path. The reason for this is that standard shortest 

path algorithms may fail to find the minimum expected 
paths, particularly when dealing with non-linear 

optimization, as is the case in developing travel time 

estimation models. However, in lieu of real data, their 

research is based on a hypothetical change pattern in travel 

time.  

Based on the research of path finding algorithms, in static 

networks, Chabini (1997) remarks that a time-space 

expansion representation can be used in dynamic networks, 

applying discrete time intervals with fixed costs. Hence, 

depending on how time is treated, dynamic shortest path 

problems can be subdivided into two types: discrete and 
continuous. In the discrete case, if using 15-second time 

intervals, a full 24-hour implementation would involve 

calculations on 5760 time discretization, multiplied with the 

number of nodes and links. Chabini (1997) makes a distinct 

separation between fastest time paths, in which the cost of a 

link is the travel time of that link, and minimum cost paths, 

in which link costs can be of a general form. The difference 

between these two is nonetheless not explored until Chabini 

(1998). 

Chabini (1997) identifies two key questions in dynamic path 

finding: (1) what are the fastest paths from one origin to all 

destinations departing at a given time, and (2) what are the 
fastest paths from all nodes to one destination for all 

departure times. He sees the latter as the most significant in 

relation to ITS, which is true, if one assumes that ITS aims 

at finding the best path for multiple vehicles with the same 

destination. In Chabini (1998) the focus extends slightly. 

Now three questions are put forward: (1) one-to-all fastest 

path at a given time interval, (2) all-to-one fastest path for 

all departure times and (3) all-to-one minimum cost path for 

all departure time intervals. 

Chabini (1997, 1998) places emphasis on the all-to-one 

minimum cost path as the key algorithm with relation to 

ITS, the reason being that only a limited set of all network 

nodes are destination nodes in realistic road networks, while 
there is a considerably larger number of nodes that will be 

origin nodes. (Moving vehicles tend more to converge to the 

same goal than to spread in all directions) 

Horn (1999) continues along the research trails of Chabini 

(1997) and Fu and Rilett (1996), but uses a less detailed 

articulation of travel dynamics, reflecting as he puts it, the 

recognition that information about network conditions in 

most parts of the world are most likely to be sparse and that 

merely estimates of average speed on individual network 

links are available in most cases. With the presumption that 

these estimates allow for variation in speed, congestion and 

delays at nodes, he studied a number of Dijkstra variant 
algorithms that address these particular conditions. Most 

important, he propounds an algorithm that calculates an 

approximation of shortest time path travel duration (path 

travel time), independent of the particular navigation 

between nodes. For an experienced vehicle driver, estimated 

travel time may be more important than the exact route that 

is to follow. This is a noteworthy addition to the fastest path 

algorithms in dynamic networks. 

 

C. K-Shortest Path 

 
The shortest path through a network is the least cost route 

from a given node to another given node and this path will 

usually be the preferred route between those two nodes. 

When the shortest path between two nodes is not available 

for some reason, it is necessary to determine the second 

shortest path. If this too is not available, a third path may be 

needed. The series of paths thus derived are known 

collectively as the k-shortest paths(KSP) and represent the 

first, second, third,…, kth paths typically of least length from 

one node to another. The k-shortest path problem is a variant 

of the shortest path problem, where one intends to determine 
k paths p1,…, pk (in order), between two fixed nodes. The k-

shortest paths represent an ordered list of the alternative 

routes available. 

In obtaining the KSPs, it is normally necessary to determine 

independently the shortest path (k=1) between the two given 

nodes before computation of the remaining k-1 shortest 

paths can be carried out. The term shortest does not just 

apply to the distance between two nodes, but can involve 

any single component made up of one or more factors, 

including cost, safety or time, that put a weighting on the 

route. KSP algorithms are thus widely used in the fields of 

telecommunications, operations research, computer science 
and transportation science.  

A. W. Brander and M. C. Sinclair made a comparative study 

of k-shortest path algorithms. Four algorithms were selected 

for more detailed study from over seventy papers written on 

this subject since the 1950‘s. The network was represented 

as a graph G = (V, E) where V is a finite set of n nodes or 
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vertices V(G) and E is a finite set of m edges (i.e. links or 

arcs) E(G) that connect the nodes. The work presented was 

driven by the desire to find a faster algorithm to calculate 

the KSPs between nodes in a network. The two original 

algorithms: Yen and Lawler were implemented to provide a 

reference to the expected speed and improvement available. 

Katoh was included as it represented a comparatively recent 
update and modification to Yen. The fourth algorithm 

Hoffman was implemented after further study as it was felt 

that it had the potential to outperform the other algorithms.  

Based on solving the k-shortest path problem, Jose L.Santos 

focused on three codes of Removing path algorithm, 

Deviation path algorithm-first version and Deviation path 

algorithm-second version were described and compared on 

rand and grid networks using random generators. Codes 

were also tested on the USA road networks. One million 

paths were ranked in less than 3 seconds on random 

instances with 10,000 seconds for real-world instances. 
Dreyfus and Yen cite several additional papers on this 

subject going back as far as 1957. 

Shi-Wei LEE and Cheng-Shong WU proposed an algorithm 

for finding the k-best paths connecting a pair of nodes in a 

graph G. Graph extension is used to transfer the k-best paths 

problem to a problem which deploys well-known maximum 

flow (MaxFlow) and minimum cost network flow (MCNF) 

algorithms. Two kinds of path finding procedures are often 

needed in the design of reliable communication networks. 

The first one is to find k shortest paths between a pair of 

nodes. Those paths may be simple or allow loops. 

For the k-shortest simple paths problem, Lawler proposed 
the best known algorithm in computation order 

O(k(m+nlogn) in undirected graphs, where n and m are the 

no of nodes and links of the input network. For the directed 

counterpart, Katoh et al. gave the best known bound in O(k 

n(m+nlogn)). Recently Eppstein developed an efficient KBP 

algorithm for finding the k shortest paths allowing loops in 

O(m+nlogn+k), for highly reliable communication network. 

The solution output by KBP is a real optimal solution for k 

disjoint paths and it is very useful for planning highly 

reliable communication networks. 

Francesca Guerriero, Roberto Musmanno, Valerio 
Lacagnina and Antonio Pecorella dealt with the problem of 

finding the k shortest paths from a single origin node to all 

other nodes of a directed graph. The data structure used is 

characterized by a set of k lists of candidate nodes, and the 

proposed methods differ in the strategy used to select the 

node to be extracted at each iteration. 

 

IV. CONCLUSION 

 

Evaluation of any heuristic method is subject to the 

comparison of a number of criteria that relate to various 

aspects of algorithm performance. Examples of such criteria 
are running time, quality of solution, ease of 

implementation, robustness, and flexibility (Barr et al., 

1995; Cordeau et al., 2002). Since heuristic methods are 

ultimately designed to solve real world problems, flexibility 

is an important consideration. An algorithm should be able 

to easily handle changes in the model, the constraints and 

the objective function. As for robustness, should not overly 

be sensitive to differences in problem characteristics: a 

robust heuristic should not perform poorly on any instance. 

Moreover, an algorithm should be able to produce good 
solutions every time it is applied to a given instance. This is 

to be highlighted since any heuristics are non-deterministic, 

and contain some random components such as randomly 

chosen parameter values. The output of separate executions 

of these non-deterministic methods on the same problem is 

in practice never the same. This makes it difficult to analyze 

and compare results. Using only the best results of a non-

deterministic heuristic, as is often done in the literature, may 

create a false picture of its real performance. So based on 

the heuristics we would like to do further research work on 

public transport travel using K-Shortest path algorithm 
(based on Dijkstra‘s algorithm), considering user 

preferences.  
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HierarchyMap: A Novel Approach to Treemap 

Visualization of Hierarchical Data 
 

Aborisade D. O. And Oyelade O. J 
 

Abstract- The HierarchyMap describes a novel approach for 

Treemap Visualization method for representing large volume 

of hierarchical information on a 2-dimensional space. 

HierarchyMap algorithm is a new ordered treemap algorithm. 

Results of the implementation of HierarchyMap treemap 

algorithm show that it is capable of representing several 

thousands of hierarchical data on 2-dimensional space on a 

computer and Portable Device Application (PDA) screens 

while still maintaining the qualities found in existing treemap 

algorithms such as readability, low aspect ratio, reduced run 

time, and reduced number of thin rectangles. The 

HierarchyMap treemap algorithm is implemented in Java 

programming language and tested with dataset of 

Departmental and Faculty systems of Universities, Family 

trees, Plant and Animal taxonomy structures. 

Keywords-Treemaps, Aspect ratio, HierarchyMap, 
Hierarchical data, Tree-like structure, Node. 

 
I. INTRODUCTION 

 

arge volume of data we use today are represented in 

hierarchical structures, such structures in their natural 

forms includes information about Corporate Organizations, 

University/Departmental Structures, Family trees, Manuals 
Directory, Internet Addressing, Library Cataloging, 

Computer Programs, Animal and Plant Taxonomy, e.t.c. 

The contents and organization of these structures are easily 

understood if they are small, but very difficult to understand 

when the structures become large (Mark Bruls, et al.,2000). 

These problems lead to the concept of Treemaps 

(Shneiderman and Johnson, 1991). Treemap describes the 

notion of turning a tree into a planar space-filling map. It is 

described as space-filling visualization method capable of 

representing large hierarchical collections of quantitative 

data. A treemap works by dividing the display area into a 
nested sequence of rectangles whose areas correspond to an 

attribute of the dataset, effectively combining aspects of a 

Venn diagram and a pie chart (Shneiderman et al., 2002). 

With Treemaps, large hierarchical structures can be viewed 

without any difficulty because the Treemap visualization  
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method maps hierarchical information into a rectangular 2- 
dimensional display in a space-filling manner such that 

100% of the designated display space is utilized. Interactive 

control allows users to specify the presentation of both 

structural (depth bounds, etc.) and content (display 

properties) information (Shneiderman, 1992). This is in 

contrast to traditional static methods of displaying 

hierarchically structured information, which generally 

makes either poor use of display space or hide vast 

quantities of information from users. With the Treemap 

method, sections of the hierarchy containing more important 

Information can be allocated more display space while 

ortions of the hierarchy, which are less important to the 
specific task, can be allocated more space. Although 

treemaps are originally designed to visualize files on a hard 

drive (Shneiderman, 1992), it has been applied to a wide 

variety of areas ranging from financial analysis, business 

intelligence, money market, stock portfolio to sports 

reporting ( Wattenberg, 1999). A key ingredient of a 

treemap is the algorithm used to create the nested rectangles 

that make up the map. These set of rectangles are referred to 

as the layout of the treemap. 

In this work, we developed and implemented a novel 

HierarchyMap Algorithm. The idea behind this algorithm is 
to layout information from an hierarchy structures on nested 

rectangles which we called HierarchyMap Treemap. With 

this algorithm, every attribute in a hierarchical structure is 

represented by a rectangular node on the treemap. Each 

rectangle on the treemap corresponds to an attribute of the 

dataset. Each of these nodes representing the main attributes 

of tree-like structures is made to generate the information of 

sub-nodes of a lower level of the hierarchical structures. 

This process would continue until all the information in the 

different levels of the tree hierarchy are displayed one after 

the other on the same 2-dimensional screen. 
 

II. RELATED WORKS 

 

There are various methods that have been applied to display 

structure of information, and one of these techniques is the 

traditional tree diagram where elements are shown as nodes 

and relations are shown as links from parent to child nodes. 

More improved techniques have been presented to enhance 

the efficiency and qualities of such diagram both in 2- 

dimensional and 3-dimensional space (Furnas , 1986), 

Knuth, 1973), (Bruggemenn, 1989), and (Card et al.,1991).  

These techniques have been found to be effective for small 
trees, but generally ineffective when more than hundreds 

elements have to be visualized simultaneously. The major 

reason for this limitation is that node and link diagrams use 
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the display space inefficiently as depicted in the Figure 1 

below: 

 

 

 

 

 
 

 

 

 

 

 

 

 

Fig. 1: Tree diagram for representing Hierarchical Data 

Structure (Mark Bruls et al., 2000) 

 
 

 

 

 

 

 

 

Fig. 2: TreeMap representing the Hierarchical Data 

Structure in fig. 1 (Mark Bruls et al., 2000) 

A treemap as shown in Figure 2 above was developed and 

introduced to solve the problem of this space usage by using 

the full display space to visualize the contents of the tree 
(Johnson and Shneidermann, 1991), (B. Shnerdermann, 

1992). As illustrated in Figure 2 above, Slice and Dice 

treemap algorithm splits the display rectangles along 

horizontal and vertical lines while recursively traversing a 

hierarchically structured dataset in top–down direction 

(Shneiderman,1992). Slice- and –Dice treemap are very 

effective when size is the most important feature to be 

displayed. However, this method also has the problem of 

creating layouts that contain many rectangles with a high 

aspect ratio. Therefore, many other treemap layout 

algorithms have been proposed. In order to overcome this 
limitations. These include Cluster and Squarified treemap 

algorithms, 

Cluster treemap uses a simple recursive algorithm that 

reduces overall aspect ratios (Wattenberg, 1999), while 

Squarified treemap algorithm presented the layout of the 

children in one rectangle as a recursive procedure squarify 

(Bruls et al., 2000). This procedure lays-out the rectangles in 

horizontal and vertical rows. When a rectangle is processed, 

a decision is made between two alternatives, either the 

rectangle is added to the current row, or the current row is 

fixed and a new row is started in the remaining sub-

rectangle. This decision depends only on whether adding a 
rectangle to the row will improve the layout of the current 

row or not. 

These methods also have their drawbacks; changes in the 

data set can cause dramatic discontinuous changes in the 

layout produced by both cluster treemaps and squarified 

treemaps. This rapid layout changes also cause an 

unattractive flickering that draws attention away from other 

aspects of the visualization and makes it hard to find items 

on the treemap. Another problem with Cluster and 

Squarified treemap is that, its layouts fail to preserve order 

of information as it is done with slice and dice treemap. 

Many ordered treemap algorithms were introduced to 

address the limitations in slice-and-dice, Cluster, and 
Squarified treemap algorithms. The motivating factor here is 

to seek for the creation of layout in which items that are next 

to each other in a given order are adjacent in the treemap. 

Ordered treemaps include Pivot by Split Size, Pivot by 

Middle, Split and Strip treemap algorithm. These ordered 

treemaps generally change relatively smoothly under 

dynamic updates and roughly preserve order, produce 

rectangles with low aspect ratios compared to that of cluster 

and squarified treemap (Shneiderman et al. 2002). 

Pivot- by- middle algorithm selects the pivot to the middle 

item of the list so as to create a balanced layout. With this 
idea, this algorithm is not sensitive to changes as Pivot –by- 

Split Size. The pivot is taken to be the item (rectangle) with 

the largest area. Pivot –by-Split-size selects the pivot that 

will split the list into approximately equal total areas. These  

two algorithms create layouts that roughly preserve order 

and are relatively efficient, but fail to produce layouts with 

relatively low aspect ratio. 

Strip algorithm is a modification of the Squarified treemap 

algorithm. It works by processing input rectangles in order, 

laying them out in horizontal or vertical strips of varying 

thickness. It is efficient in that it produces a layout with 

better readability than the basic ordered treemap algorithm, 
and reasonable aspect ratios and stability (Shneiderman et 

al. 2002). 

 

III. METHODS 

 

A. Development of HierarchyMap Algorithm 

 

The algorithm for the HierarchyMap treemap is as follows: 

Infotree(treedata nodes) T={t1,t2 ,t3, ……….., tn} and a 2-

D space divided into four equal rectangles. 

i. If the number of hierarchical items to be displayed 
is zero (i.e. T=0) , then no display. 

ii. If the number of hierarchical items to be displayed 

is 1 (i.e T=1), then Set 2-D space to the item. 

iii. If the number of items is greater than 1, split the 

rectangular 2-D space into four equal sizes and 

recursively divides each of the resultant item into 

fours until all items in the list are exhausted such 

that ∀ ti ∈ T1, ∀ tj ∈ T2, ∀ tK 

∈T3,……………………∀ tn ∈ Tn : ti ≤ ti+1 ≤ tj ≤ 

tj+1 ≤ tk ≤ tk+1 ≤ . . . tn ≤ tn+1. 
iv. An attribute of each hierarchical item corresponds 

to an area of each of the nested rectangles is 

defined as area( R) in such a manner that their areas 

correspond to the size of the elements of T1, T2 

T3, and T4 where area (R1) ≈ area (R2) ≈ area (R3) 

≈ . . . . . area (Rn). 

The algorithm accepts inputs data in hierarchical form. 

These input items in their hierarchical order are stored, read  
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and lay-out on nested rectangles which make up a treemap 

on the computer screen. The entire 2-dimensional computer 

screen is divided first into four equal parts, each of the 

successive parts is then repeatedly divided into four parts in 

such a way that the resultant rectangles are grouped 

according to the nodes level to be represented in the entire 

hierarchical data. This is to ensure that the order of the items 
to be displayed is maintained. These items are then linked to 

each of the resultant rectangles that make up the treemap. 

Each rectangle that represents the node level of tree data can 

then clicked repeatedly to display the sub-node elements. 

Every other nodal rectangle on the treemap could be clicked 

to display their own sub-node elements in a similar manner. 

In this process, several thousands of items of information 

could be displayed and viewed in a single space of 2- 

dimensional treemap. 

 
IV. RESULTS AND DISCUSSION 

 

HierarchyMap algorithm is tested with a several number of 

sample data of the information structures such as University 

system, Family system, and Animal Taxonomy. The results 

of this implementation are represented in Figures 3,4 and 5 

respectively. Figure 3 shows the treemap appearance with 

no information, Figure 4 shows the treemap representation 

of ten different families Structure and the adjustment of each 

of the rectangles to reduce their aspect ratio, improve their 

readability, reduction of thin rectangles . Finally, Figure 5 
shows the HierarchyMap for the combination of several tree 

structures capable of displaying thousands of information. It 

also shows the adjustment change of the rectangles to 

demonstrate its optimum measures of the three treemap 

metrics (i.e. aspect ratio, readability, ordering and capability 

for change) as data is updated. 

The results of this implementation also shows that this 

HierarchyMap algorithm is similar to other existing 

treemaps in that, it lays out hierarchical information on 

nested rectangles, and added further advantage by making it 

possible to display very large volume of hierarchical 
information by continuous clicking of node level rectangle, 

which we have demonstrated in the implementation. 

 

 

 

 

 

 

 Figure 3: HierarchyMap showing nested rectangles without information 
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   Figure 4: HierarchyMap representing ten different family Structures 

 

    Figure 5: HierarchyMap representing a combination of several hierarchical Structures. 
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V. CONCLUSIONS 

 

In this work, we developed and implemented a novel 

treemap called HierarchyMap algorithm, which improved on 

the limitations of the existing treemap algorithms such as 

Slice-and-dice, Cluster, Squarified, Strip, etc. and added a 

new feature, which enable viewing of several thousands of 
hierarchical information by clicking on any of the nodal 

rectangles. The result showed that the HierarchyMap 

treemap algorithm has the capability for adjustment change 

whenever data are updated; it also improved on readability, 

preservation of order, low aspect ratio, and reduced number 

of thin rectangles. The combination of these treemap metrics 

makes HierarchyMap a promising treemap algorithm for the 

future. 
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Abstract- Modern Telecommunication, Computer Networks 

and both wired and wireless communications including the 

Internet, are being designed for fast transmission of large 

amounts of data, for which Congestion Control is very 

important. Without proper Congestion control mechanism the 

congestion collapse of such networks would become highly 

complex. Congestion control for streamed media traffic over 

network is a challenge due to the sensitivity of such traffic 

towards. This challenge has motivated the researchers over the 

last decade to develop a number of congestion control protocols 

and mechanisms that suit the traffic and provides fair 

maintenance for both unicast and multicast communications. 

This paper gives out a brief survey of major congestion control 

mechanisms, categorization characteristics, elaborates the 

TCP-friendliness concept and then a state-of-the-art for the 

congestion control mechanisms designed for network. The 

paper points the pros and cons of the congestion control 

mechanism, and evaluates their characteristics. 

Keywords- TCP-Friendliness, Goals, and Metrics of 

Congestion Control and UDP Traffic 

 

I. INTRODUCTION 
 

ongestion control over network, for all types of media 

traffic, has been an active area of research in the last 

decade [1]. This is due to the flourishing increase in the 

audiovisual traffic of digital convergence. There exists a 

variety of network applications built on its capability of 

streaming media either in real-time or on demand such as 

video streaming and conferencing, voice over IP (VoIP), 

and video on demand (VoD). The number of users for these 

network applications is continuously growing hence 

resulting in congestion.  

All the networks applications do not use TCP and therefore 

do not allow fair allocation with the available bandwidth.  
Thus, the result of the unfairness of the non-TCP 

applications did not have much impact because most of the 

traffic in the network uses TCP-based protocols. However, 

the quantity of audio/video streaming applications such as 

Internet audio and video players, video conferencing and 

analogous types of real-time applications is frequently 

increasing and it is soon expected that there will be an 

increase in the proportion of non-TCP traffic. In view of the 

fact that these applications commonly do not amalgamate 

TCP-compatible congestion control mechanisms, network 

applications treat challenging TCP-flows in an unreasonable 
manner. All TCP-flows reduce their data rates in an attempt 

to break up the congestion, where the non-TCP flows 

maintains to send at their original rate. This highly unfair 

condition will lead to starvation of TCP-traffic i.e.., 

congestion collapse [2], [3], which describes the 

disagreeable situation where the accessible bandwidth in a 

network is almost entirely occupied by packets which are 

discarded because of the congestion before they reach their 

destination.  

For this reason, it is desirable to define suitable congestion 

control mechanisms for non-TCP traffic that are compatible 

with the rate-adaptation mechanism of TCP. These 

mechanisms should make non-TCP applications TCP-

friendly, and thus lead to a fair distribution of bandwidth. 
Unicast is a one-to-one form of communication in networks 

where multicast is one-to-many. Multicast is advantageous 

over unicast particularly in bandwidth reduction, but unicast 

is until the extensively widen communication form network. 

 

II. THEORY OF CONGESTION 

                                   CONTROL SYSTEM  

 

Congestion control concerns in controlling the network 

traffic in a telecommunications network, to prevent the 

congestive collapse by trying to avoid the unfair allocation 

of any of the processing or capabilities of the networks and 

making the proper resource reducing steps by reducing the 

rate of packets sent. 

 

A. Goals and Metrics of Congestion Control 
 

Goals that are taken for the evaluation process of a 

congestion control algorithm are: 

i. To accomplish a high bandwidth utilization. 

ii. To congregate to fairness quickly and efficiently. 

iii. To reduce the amplitude of oscillations. 

iv. To sustain a high responsiveness. 

v. To coexist fairly and be compatible with long 

established widely used protocols. 

The Metrics [24] that have been set for Congestion control 

are: 

i. Convergence Speed - The Convergence speed 
estimates time passed to reach the equilibrium 

state. 

ii. Smoothness - The Smoothness reflects the 

magnitude of the oscillations through multiplicative 

reduction and it depends on the oscillations size. 

iii. Responsiveness - The Responsiveness is measured 

by the number of steps or the round trip times 

(RTTs) to attain equilibrium. 

The discrepancy between Responsiveness and Convergence 

Speed is that the responsiveness is related to a single flow 

and the convergence is related to the System. 
I. Efficiency - The Efficiency is the standard flow 

throughput per step or round trip time (per RTT), 

when the system is in equilibrium. 

II. Fairness: The Fairness characterizes the fair 

allocation of resources between the flows in a 

shared bottleneck link. 

C 

GJCST Classifications: 

 C.2.1, C.2.5, A.1 
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III. CLASSIFICATION OF CONGESTION 

CONTROL  ALGORITHMS 

 

The Congestion Control Algorithms are classified mainly 

based on the below criterion:   

i. Can be classified by the type and size of the 

feedback received from the network 

ii. Can be classified by increasing the deploy ability 

on the network. Only the sender needs for the 

modification (or) sender and receiver need 

modification (or) only the router needs for the 
modification (or) tall the three: sender, receiver and 

routers needs for the modification. 

iii. Can be classified by the aspect of performance. To 

make improvements in performance: high 

bandwidth networks, lossy links, fairness, 

advantage to short flows, variable-rate links 

iv. Can be classified by the fairness criterion it uses: 

max-min, proportional, "minimum potential delay" 

 

A. Classification of Congestion Control by Network 

 

Congestion control algorithms can be categorized using 
network awareness as a criterion. The following are the 

three categories for the congestion control mechanisms. 

The Black box consists of a collection of algorithms based 

on the concept that reflects on the network as a black box, 

pretentious of no knowledge of its state much other than the 

binary feedback upon congestion.  

The Grey box is grey group approaches that use the 

measurements to estimate accessible bandwidth and the 

level of contention or even the provisional characteristics of 

congestion. Because of the opportunity of wrong estimations 

and measurement dimensions, the network is considered as a 
grey box.  

The Green box contains the bimodal congestion control 

through which it can calculate explicitly the fairs hare, also 

the network-assisted control, where as the network 

communicates through its transport layer. Hence, this is 

considered as green box. 

 

i. The Black Box 

 

The black box classified congestion control is also called the 

Blind Congestion Control method and this methodology 

uses the Additive Increase Multiplicative Decrease (AIMD) 
algorithm. The AIMD implements the TCP window 

adjustments. Stability is achieved with these algorithms in 

situations where the demand of competing flows exceeds the 

available bandwidths of the channel. The congestion control 

mechanism in the conventional TCP is based on the 

fundamental idea of AIMD. In TCP-Tahoe, TCP-NewReno 

and TCP-Sack, the preservative increase phase is adopted 

exactly as in AIMD, where the protocols mechanisms are in 

the congestion control phase. In case of a packet drop, 

instead of the multiplicative reduction, a more conservative 

method is used in TCP-Tahoe. The congestion window 
resets and the protocol mechanisms enter again the slow-

start phase. On the other hand, in TCP-NewReno and TCP-

Sack, when the sender receives 3 DACKs, a multiplicative 

reduction is used for the both windows and slow-start 

threshold phase is applied. In such case, the protocol 

mechanism remains at the Congestion control phase. When 

the retransmission timeout expires, they enter the slow-start 

phase as in TCP-Tahoe. 

Highspeed-TCP - Highspeed-TCP modifies the response 
function in environments with high delay-bandwidth 

product, increases the congestion window more belligerently 

upon getting an acknowledgment, and reduces the window 

more gently upon a loss event. 

BIC-TCP - Binary Increase Congestion Control Protocol 

uses a hollow raise of the sources rate following each 

congestion event until the window is equivalent to that 

before the event, to maximize the utilization time of the 

network.  

CUBIC TCP - It is a less aggressive and more systematic 

derivative of BIC, where the window is a cubic function of 
time because of the final congestion event, with the 

modulation point set to the window former to the event. 

AIMD-FC - A current advancement of AIMD is Additive 

Increase Multiplicative Decrease with Fast Convergence is 

not based on a new algorithm, but on an optimization of 

AIMD and the convergence procedure that enables the 

algorithm to congregate faster and attain higher efficiency. 

Binomial Mechanisms - Binomial Mechanisms form is a 

new class for the nonlinear congestion control algorithms 

named Binomial Congestion Control Algorithms. These 

algorithms are called binomial because of the control 

mechanism that is based on the contribution of two 
additional algebraic terms with different exponents. 

SIMD Protocol - SIMD is a TCP-friendly nonlinear 

congestion control algorithm that that controls the 

congestion by utilizing history information. 

GAIMD - General AIMD Congestion Control generalizes 

congestion control mechanism of AIMD by parameter zing 

the additive increase value α and multiplicative decrease 

ratio β. 

ii. The Grey Box 

 

The Grey Box is also called as Measurement-based 
Congestion Control. Standard TCP relies on packet losses as 

an implicit congestion signal from congested links. There 

are a number of reasons for indicating the congestion one of 

the common reasons is the packet loss: 

Random bit corruption is the main cause for the packet loss 

and is caused when bandwidth is still available.  

Acknowledgement-based loss detection at the sender side 

can be affected by the cross-traffic on the reverse path. 

Packet loss, as a binary feedback, cannot indicate the level 

of contention before the occurrence of congestion.  

Therefore, an efficient window adjustment tactic should 
reflect various network conditions, which cannot all be 

captured simply by packet drops. Several measurement-

based transport protocols gather information on current 

network conditions. 

TCP Vegas -- The queuing delay is estimated by TCP 

Vegas. To make a constant number of packets per flow the 

window is linearly increased and decreased in the network.  
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FAST TCP -- FAST achieves the same equilibrium as 

Vegas, but uses proportional control instead of linear 

increase, and intentionally scales the gain down as the 

bandwidth increases with the aim of ensuring stability. 

TCP-Westwood -- A loss causes the window to be reset to 

the sender's estimation of the bandwidth-delay product in 

TCP-Westwood which is the minimum measured round trip 
times  the experimental rate of getting acknowledgement. 

TFRC -- TFRC is based on the rate-based congestion control 

mechanism, which intends to efficiently compete for 

bandwidth with flows in the network. 

TCP-Real -- TCP-Real mechanism is based on a receiver-

oriented and measurement-based congestion control 

mechanism that improves the overall performance of TCP 

over heterogeneous both wired or wireless networks and 

over asymmetric paths. 

TCP-Jersey -- TCP-Jersey is also based on the TCP scheme 

that focuses on the competence of the transport mechanism 
in the network. 

 

iii. The Green Box 

 

The Green box contains the bimodal congestion control 

mechanism by which it can calculate explicitly the fairs hare 

of the system flow in the network. Bimodal Mechanism -- 

Bimodal Congestion Avoidance and Control mechanism for 

each flow the fair-share of the total bandwidth that should 

be allocated is measured at any point during the execution of 

the system flow. 

Random Early Detection – In Random Early Detection 
(RED) packets are randomly dropped in proportion to the 

router's queue size, triggering multiplicative reducing in 

some flows. 

Explicit Congestion Notification – In Explicit Congestion 

Notification (ECN) routers are enabled to probabilistically 

mark a bit in the IP header instead of dropping the packets, 

to intimate the end-hosts of imminent congestion when the 

length of the queue exceeds a threshold [23]. 

VCP -- The variable-structure congestion control protocol 

(VCP) uses two ECN (Explicit Congestion Notification) bits 

to explicitly get the feedback of the network state of 
congestion.  

 

IV. CONGESTION CONTROL ALGORITHMS 

 

A. Drop Tail Algorithm 

 

F. Postiglione et al., discussed that the drop Tail (DT) 

algorithm [15] has a great accuracy, simplest and most 

commonly used algorithm in the current networks, which 

drops packets from the tail of the full queue buffer. The 

main advantages of this algorithm are simplicity, suitability 

to heterogeneity and its decentralized nature. However, this 
algorithm also has some serious disadvantages, such as lack 

of fairness, no protection against the misbehaving or non-

responsive flows (i.e., flows where the sending rate is not 

reduced after receiving the congestion signals from gateway 

routers) and no relative Quality of Service (QoS). QoS is of 

particular concern for the continuous transmission of high-

bandwidth video and multimedia information [15]. This type 

of transmitting the content is difficult in the present Internet 

and network with DT. 

 

 

B. Random Early Detection Algorithm 

 
B. Braden et al., discussed that the Random Early Detection 

Algorithm (RED) had been proposed to be mainly used in 

the implementation of AQM (Active Queue Management) 

[4]. On the arrival of each packet, the average queue size is 

calculated by using the Exponential Weighted Moving 

Average (EWMA) [5]. The computation of the average 

queue size is compared with the minimum and the 

maximum threshold to establish the next action. 

 

C. Choke Algorithm 

 
Konstantinos Psounis et al., proposed CHOKe algorithm [6 

and 7], whenever the arrival of a new packet takes place at 

the congested gateway router, a packet is drawn at random 

from the FIFO buffer, and the drawn packet is then 

compared with the arriving packet. If both belong to the 

same flow in the network then both are dropped, else the 

packet that was chosen randomly is kept integral and the 

new incoming packet is admitted into the buffer with a 

probability depending on the level of congestion. This 

computation of the probability is the same as in RED. It is a 

simple and stateless algorithm where no special data 

structure is required. However, this algorithm is not present 
well when the number of flows is huge when compared to 

the buffer space. 

 

D. Blue Algorithms 

 

Rong Pan et al., discussed the basic idea behind the RED 

queue management system is to make early detection of the 

incipient congestion and to feed back this congestion 

notification and allowing them to decrease their sending 

rates accordingly. The RED queue length gives very less 

information about the number of contending connections in 
a shared link of the network. 

BLUE and Stochastic Fair Blue Algorithms (SFB) were 

designed to overcome the drawbacks of the problems caused 

by the RED techniques, the TCP flows are protected by 

using packet loss and link idle events against non-responsive 

flows. SFB is highly scalable and enforces fairness using an 

enormously miniature amount of state information and a 

small amount of buffer space. The FIFO queuing algorithm 

identifies and limits the non-responsive flows based on 

secretarial similar to BLUE [7]. 

 

E. Random Exponential Marking   Algorithm 
 

According to Debanjan Saha the Random Exponential 

Marking Algorithm (REM) [8] is a new technique for 

congestion control, which aims to achieve a high utilization 

of link capacity, scalability, negligible loss and delay. The 

main limitations of this algorithm are: it does not give 



www.manaraa.com

P a g e  | 85     Vol. 9 Issue 5 (Ver  2.0), January 2010 Global Journal of Computer Science and Technology  

 

 

incentive to cooperative sources and a properly calculated 

and fixed value of φ must be known globally. 

 

F. Fair Queuing Algorithms 

 

Alan Demers et al., proposed the Fair Queuing Algorithms 

[9] and Stochastic Fair Queuing Algorithms [10] are mainly 
used in the multimedia integrated services networks for their 

fairness and delay bounding in the flow. The frame-based 

class of FQ is called Weighted Round Robin [11], where a 

router queue scheduling method is used in which queues are 

serviced in round robin fashion in fraction to a weight 

assigned for each flow or queue. 

 

G. Virtual Queue Algorithm 

 

The Virtual Queue Algorithm (VQ) is a radical technique 

proposed by Gibben and Kelly [12]. In this scheme, a virtual 
queue is maintained in link with the same arrival rate as the 

real queue. However, the capacity of the virtual queue is 

smaller than the capacity of a real queue. When the packets 

are dropped virtual, then all packets already enqueued in the 

real queue and all new incoming packets are marked until 

the virtual queue becomes empty again. 

 

H. Adaptive Virtual Queue Algorithm 

 

R.J. Gibben et al., discussed in the Adaptive Virtual Queue 

algorithm [13] the capacity of the link and the desired 

utilization maintains a virtual queue at the link. The capacity 
and buffer size of the virtual queue is the same as that of the 

real queue. At the arrival of each packet, the virtual queue 

capacity is updated. The adaptation of virtual queue 

algorithm does not suitably follow the varying traffic pattern 

at flow in the network, and it is also FIFO based 

methodology. 

 

V. TCP-FRIENDLINESS 

 

TCP is a connection-oriented unicast protocol provides 

reliable data transfer with flow and congestion control. TCP 
maintains a congestion window, which controls the number 

of exceptional unacknowledged data packets in the network. 

The sender can send packets only as long as free slots are 

available because the data send will consume slots of the 

window. When an acknowledgment for exceptional packets 

is received, the window is shifted so that the acknowledged 

packets can leave the window and the same number of free 

slots becomes available for the upcoming data. TCP 

performs slow start, and the rate roughly doubles each 

round-trip time (RTT) to quickly increase its fair share of 

bandwidth. In its steady state, TCP uses an additive 
increase, multiplicative decrease mechanism to react to 

congestion by the detection of additional bandwidth. TCP 

increases the congestion window by one slot per round-trip 

time when there is no sign of loss. In case of packet loss is 

indicated by a timeout, the congestion window is reduced to 

one slot, and TCP reenters the slowstart phase. 

TCP-friendliness can be measured through the consequence 

of a non-TCP flow on the competing TCP flows under the 

same conditions regarding throughput and other parameters. 

A non-TCP unicast flow can be TCP-friendly if it does not 

influence the long-term throughput for any of the 

synchronized TCP flows by a factor that is more than that 

done by a TCP flow under the same conditions. A multicast 
flow is said to be TCP-friendly if it separately views for 

each sender-receiver pair of the multicast flow TCP-

friendly. 

 

A. TCP-Friendliness Vs UDP Traffic 

 

One of the grave drawbacks of FIFO-based queue 

management is that there is no way to homogenize the 

connections which send more than their bandwidth share 

and are non-responsive or very slow in response [18] to 

congestion collapse indication. In order to present, a fair 
share of accessible bandwidth to all TCP-friendly 

connections that is amenable to the congestion collapse 

indication and the misbehaving in connections should be 

successfully synchronized by a queue management 

algorithm. One possible methodology is to solve the above 

consequences is to use per-flow queuing to discriminate 

against the non-TCP-friendly connections and to present fair 

bandwidth share to connections. It is also possible to 

provide an inducement to TCP-friendly connection in terms 

of financial benefits. Another possible method is to append a 

new concept of service i.e., differentiated services to 

connections. Thus, the differentiated services are being 
studied by the Differentiated Services Working Group in the 

IETF [17]. 

 

VI. CLASSIFICATION OF CONGESTION 

         CONTROL PROTOCOLS 

 

Congestion control protocols are classified into four major 

categories according to a number of features in their 

mechanism of work [22]. The following shows the valid 

categories of classification. 

 

A. Window-Based Congestion Control 

 

Window-Based protocols are built based on the technique of 

congestion window-based mechanism, and the congestion 

window is used at the sender or receiver side [25]. A slot in 
that window is reserved for each packet, when the sent 

packet is acknowledged to be received the slot becomes free 

and allows transmission only when free slots are valid. In 

absence of congestion the size of window increases and 

decreases when congestion occurs in the network [14].  

 

B. Rate-Based Congestion Control 

 

Rate-Based protocols are built based on the adaptation of 

their rate of transmission according to some incorporated 

feedback algorithm that intimates about congestion when it 
exists. Rate-based algorithms can be subdivided into simple 

mechanisms and Congestion control. The results of saw-
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tooth throughput shape are used and this type of schemes 

usually is not fully compatible with the streaming media 

applications on which the Simple schemes are based. The 

current research tends to make the adjustment rate 

mechanisms ensuring the fairest antagonism between TCP 

and non-TCP flows equally in the network. 

 
C. Single-rate Congestion Control 

 

Single-rate congestion control mechanisms are usually 

adopted by all the unicast congestion control protocols. 

Transmission in unicast has only one recipient, so sending 

rate is adapted in accordance to the recipient‘s status. 

Multicast transmission can adopt the single-rate approach 

also, where the sender streams the data with same rate to all 

recipients of the multicast group in the network.  

 

D. Multi-rate Congestion Control 
 

Multi-rate congestion control uses the layered multicast 

approach, because multi-layering enables to divide data of 

the sender into different layers to be sent to different 

multicast groups. Every receiver joins the largest possible 

number of groups permitted by the bottleneck in the way to 

sender. The quality of data to be sent to this receiver 

becomes high when joining more multicast groups. This 

feature is most evident in multicast video sessions where 

more the groups that the recipient subscribes in, is more 

layers that the recipient receives, and also more better the 

quality of video is. Meanwhile, for other mass data, the 
transfer time is decreased by additional layers [21]. By the 

usage of this mechanism, congestion control is achieved 

absolutely through the group management and routing 

mechanisms of the primary multicast protocol. 

 

VII. AREAS OF FUTURE RESEARCH 

 

As in the case with an evolving research area, several 

unsolved issues remain. One particular problem is the lack 

of comparison congestion control protocols standard 

methods. A test background that investigates different 
important aspects such as fairness and scalability of the 

flow, combined with measures to directly compare the 

protocol performance [20] would be very handy which also 

provides standardized suite of test scenarios. While such a 

test background is not sufficient to walk around all details of 

a precise protocol, it would provide a sensible basis for more 

objective comparisons of the protocols. 

In many cases, the imitation scenarios presented for a 

protocol concentrate on a few broad-spectrum scenarios and 

are frequently too simple to capture behavior and various 

characteristics of protocol in non-standard situations. Traffic 

conditions in the network are getting too complex to be 
modeled in all the aspects by a network simulator, making it 

significant to estimate the protocols also under real-time 

applications. We already discussed the various 

characteristics and behavior of single-rate and multi rate 

congestion control. It may well be possible that different 

forms of congestion control are practical maybe with router 

support that do not show signs of the disadvantages of these 

methods. While TCP-friendliness is a practical fairness 

measure in today‘s network, it is also possible that future 

network architectures will agree to or necessitate different 

definitions of fairness. Also the fairness definitions for 

multicast and many methodologies are still subject to 

research. 
We presented one possible factors and methods to overcome 

and also briefly addressed a dissimilar form where multicast 

flows are allowable to use a higher percentage of bandwidth 

than the unicast flows are, but these can be by no means the 

only promising fairness definitions. A further area of 

research is the enhancement of the models for TCP network 

traffic that are used for some of the rate based congestion 

control mechanisms. Existing TCP formulae are based on 

several assumptions that are often not met in real-time 

conditions. One feature of congestion control mechanism is, 

that is not openly related to the traffic discussed in this paper 
(i.e., streaming media traffic) but highly relevant to 

congestion control in common is how to treat the short-lived 

flows that consists of only a few data packets. The TCP 

congestion control, as well as the congestion control 

schemes presented in this paper, requires that flows 

persistence for a certain quantity of time period. If not those 

forms of congestion control are insignificant. 

 

VIII. CONCLUSION 

 

In this paper, we presented a survey on current trends and 

advancements in the area of TCP-friendly congestion 
control. We discussed the necessity for TCP-friendly 

congestion control for both non-TCP based unicast traffic 

and multicast communication and thus provided an 

overview of the design space for such congestion control 

mechanisms. This paper briefly surveys of various 

congestion control algorithms. It seems that at present there 

is no single algorithm that can resolve all of the problems of 

congestion control on computer networks and the Internet. 

More research work is needed in this direction. It is also to 

note that not almost all of the surveyed papers have 

employed any statistical techniques to verify their 
simulation results. The above discussed are the theory of 

congestion its goals and merits and the most common 

factors for the occurrence of congestion and the methods to 

overcome the congestion collapse. This paper in brief 

discusses the congestion control algorithms based on the 

network awareness and various common congestion control 

algorithm used and its protocols. The paper also discusses 

the TCP- friendliness and the characteristics of the TCP and 

non-TCP flows and also the discussed issues that remain to 

be solved. 
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Abstract- Document clustering is a subset of the larger field 

of data clustering, which borrows concepts from the fields of 

information retrieval (IR), natural language processing (NLP), 

and machine learning (ML), there exist a wide variety of 

unsupervised clustering algorithms. In this paper presents a 

novel algorithm for document clustering based with an 

enhancement on the features of the existing algorithms. This 

paper illustrates the Principal Direction Divisive Partitioning 

(PDDP) algorithm and describes its drawbacks and introduces 

a combinatorial framework of the PDDP algorithm and then 

describes the simplified version of the EM algorithm called the 

spherical Gaussian EM (sGEM) algorithm. The PDDP 

algorithm recursively splits the data samples into two sub -

clusters using the hyper plane normal to the principal direction 

derived from the covariance matrix, which is the central logic 

of the algorithm. However, the PDDP algorithm can yield poor 

results, especially when clusters are not well separated from 

one another. To improve the quality of the clustering results 

problem, it is resolved by reallocating new cluster membership 

using the sGEM algorithm with different settings. 

Furthermore, based on the theoretical background of the 

sGEM algorithm, it can be obvious to extend the framework to 

cover the problem of estimating the number of clusters using 

the Bayesian Information Criterion. Experimental results are 

given to show the effectiveness of the proposed algorithm with 

comparison to the existing algorithm. 

Keywords- Introduction, Document clustering via linear 
partitioning hyper planes, The proposed Spherical Gaussian 

EM algorithm, Results and Discussions conclusion and 
future work. 

I INTRODUCTION 

 

lustering has been applied to various tasks in the field of 
Information Retrieval. The Document clustering has 

become one of the most active area of research and the 

development. One of the challenging problems is document 

clustering that attempts to discover the set of meaningful 

groups of documents where those within each group are 

more closely related to one another than documents assigned 

to different groups. The resultant document clusters can 

provide a structure for organizing large bodies of text for 

efficient browsing [15].  

Document clustering referred to as Text clustering is closely 
related to concept of data clustering. It is a more specific  

 

 

Technique for unsupervised document organization, 
automatic topic extraction and fast information retrieval or 

filtering. The process of clustering aims to discover natural 

groupings, and thus present an overview of the classes in a 

collection of documents. Clustering can either produce 

disjoint or overlapping partitions. In an overlapping 

partition, it is possible for a document to appear in multiple 

clusters. The first challenge in a clustering problem is to 

determine which features of a document are to be considered 

discriminatory. A majority of existing clustering approaches 

choose to represent each document as a vector, therefore 

reducing a document to a representation suitable for 
traditional data clustering approaches [18]. 

 A wide variety of unsupervised clustering algorithms has 

been intensively studied in the document-clustering 

problem. Among the algorithms that remain the most 

common and effectual, the iterative optimization clustering 

algorithms have been demonstrated reasonable performance 

for document clustering, e.g. the Expectation Maximization 

(EM) algorithm and its variants, and the well-known K--

means algorithm. The K-means algorithm can be considered 

as a special case of the EM algorithm, which has vast 

vicinity [3] by assuming that each cluster is modeled by a 
spherical Gaussian, each sample is assigned to a single 

cluster, and all mixing parameters are equal. The 

competitive advantage of the EM algorithm is that it is fast, 

scalable, and easy to implement. Hence, it has been chosen 

to enhance the algorithm, Expectation Maximization is 

proposed, Spherical Gaussian EM algorithm. 

 Principal Direction Divisive partitioning algorithm was 

developed by Boley [1], which is a hierarchal clustering 

algorithm that performs by recursively splitting the data 

samples into two sub clusters. It applies the concept of the 

Principal Component Analysis for the requirement of the 

principal eigenvector, which is not computationally 
expensive. It can also generate a hierarchal binary tree that 

inherently produces a simple taxonomic ontology. The 

clustering results produced by the PDDP algorithm compare 

favorably to other document clustering approaches, such as 

the agglomerative hierarchal algorithm and associative rule 

hyper graph clustering. In some cases, the clusters are not 

well separated from one another, it can yield poor results.  

C 

GJCST Classifications: 
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The proposed methodology overcomes the disadvantages of 

the PDDP algorithm that uses the PCA for analyzing the 

data and combines it with the EM algorithm as the proposed 

work.  In PDDP splits the data samples into two sub clusters 

based on the hyper plane normal to the principal direction 

derived from the covariance matrix of the data. When the 

principal direction is not representative, the corresponding 
hyper plane tends to produce individual clusters with 

wrongly partitioned contents. One practical way to deal with 

this problem is to run the EM algorithm on the partitioning 

results. A simplified version of the EM algorithm called the 

spherical Gaussian EM algorithm is presented for 

performing such task. Furthermore, based on the theoretical 

background of the spherical Gaussian EM algorithm, 

naturally extending this framework to cover the problem of 

estimating the number of clusters using the Bayesian 

Information Criterion [9]. 

The paper is organized as follows. Section 2 briefly reviews 
some important backgrounds of the PDDP algorithm, and 

addresses the problem causing the incorrect partitioning. 

Section 3 presents the proposed algorithm, spherical 

Gaussian EM algorithm. Section 4 discusses the idea of 

applying the BIC to our algorithm. Section 5 explains the 

Artificial Intelligence in EM algorithm. Section 6 explains 

the data sets and the evaluation method, and shows 

experimental results. Finally, this paper concludes in Section 

7 with some directions of future work.  

 

 

 
 

 

 

 

 

 

 

 

Figure1 The Principal direction and the linear partitioning 

 Hyper plane on the 2d2k dataset. 

 
II DOCUMENT CLUSTERING VIA LINEAR  

                                        PARTITIONING HYPER PLANES 

 

Considering a one-dimensional data set, e.g. real numbers 

on a line, the question is how to split this data set into two 
groups. One simple solution may be the following proce-

dures. The mean value of the data set is first found and then 

it is compared to each point with the mean value. If the point 

value is less the mean value, it is assigned to the first group. 

Otherwise, it is assigned to the second group. The problem 

arises when it has a dimensional data set. Based on the idea 

of the PDDP algorithm, this problem can be dealt by pro-

jecting all the data points onto the principal direction the 

principal eigenvector of the covariance matrix of the data 

set, and then the splitting process can be performed based on 

this principal direction. In geometric terms, the data points 
are partitioned into two sub clusters using the hyper plane 

normal to the principal direction passing through the mean 

vector [1]. This hyper plane is referred as the linear 

partitioning hyper plane. Figure 1 illustrates the principal 

direction and the linear partitioning hyper plane on the 2d2k 

data set, containing 1000 points distributed in 2 Gaussians.  

The PDDP algorithm begins with all the document vectors 

in a large single cluster. This procedure continues by 

recursively splitting the cluster into two sub clusters using 
the linear partitioning hyperactive plane according to the 

discriminant functions of the algorithm. This procedure 

terminates by splitting based on some heuristic, e.g. a pre 

defined number of clusters. Finally, a binary tree is yielded 

out as the output, whose leaf nodes form the resulting 

clusters. To keep this binary tree balanced, it selects an 

unsplit cluster to split by using the scatter value, measuring 

the average distance from the data points in the cluster to 

their centroid.  

 

 
 

 

 

 

 

 

 

  

  Figure2 Two partitions after the first iteration. 

 

 

 
 

 

 

 

 

 

 

 

  Figure 3 Three partitions after the second iteration 

 

The severe problem of the PDDP algorithm is that it cannot 
achieve good results when clusters are not well separated 

from one another. This figure 2 and 3 illustrates this 

drawback. Figure 2 shows two partitions produced by 

performing the first iteration of the PDDP algorithm on a 

dimensional data set. The data set consists of 334 points. 

The actual class labels are not given, but one can observe 

that it is composed of five compact clusters [8]. Based on 

the principal direction and the corresponding linear 

partitioning hyper plane, it can be seen that the PDDP 

algorithm starts with significantly wrong partitioning on the 

middle left hand cluster. Figure 3 shows three partitions 
after the second iteration. If the partitioning is further 

performed without making some adjustments, the resulting 

clusters become worse. This indicates that the basic PDDP 

algorithm can produce poor solutions in some distributions 

of the data, which cannot be known in advance. In addition, 

it may require some information to suggest whether to split 

the particular cluster or whether to not split on further. 



www.manaraa.com

Global Journal of Computer Science and Technology Vol. 9 Issue 5 (Ver  2.0), January 2010     P a g e  | 90 

 

 

III THE PROPOSED SPHERICAL GAUSSIAN  

                                          EM ALGORITHM 

 

It is possible to refine the partitioning results by reallocating 

new cluster membership. The basic idea of the reallocation 

method [12] is to start from some initial partitioning of the 

data set, and then proceed by moving objects from one 

cluster to another cluster to obtain an improved partitioning. 

Thus, any iterative optimization-clustering algorithm can be 

applied to do such operation. The problem is formulated as a 

finite mixture model, and applies a variant of the EM 

algorithm for learning the model.  
The most critical problem is how to estimate the model 

parameters. The data samples are assumed to be drawn from 

the multivariate normal density in Rd also assume that 

features are statistically independent, and a component cj 

generates its members from the spherical Gaussian with the 

same covariance matrix [5].  Figure 4 gives an outline of a 

simplified version of the EM algorithm. The algorithm tries 

to maximize log Lc at very step, and iterates until 

convergence. For example, the algorithm terminates when Δ 

log Lc < δ, where δ is a pre defined threshold. 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

   Figure 4   A brief SGEM Algorithm.  

 

A. Estimating Number Of Document Clusters 

 

The clustering algorithm is applied to a new data set having 
little knowledge about its contents, fixing a predefined 

number of clusters is too strict and inefficient to discover the 

latent cluster structures. The finite mixture model of EM 

algorithm covers the problem of estimating the number of 

clusters in the data set. A model selection technique is 

applied called the Bayesian Information Criterion (BIC) [9]. 

Generally, the problem of model selection is to choose the 

best one among a set of candidate models.  

The BIC contains two components, where the first term 

measures how well the parameterized model predicts the 

data, and the second term penalizes the complexity of the 
model [4]. Thus, the model selected has the largest value of 

the BIC, 

                       M*= argmaxiBIC (Mi). 

As a result, the value is directly obtained of the first term of 

the BIC from running the sGEM algorithm. However, it can 

also be compute it from the data according to the 

partitioning. The number of parameters is the sum of k − 1 

component probabilities, k · d centroid coordinates, and 1 

variance. 
Boley‘s subsequent work [2] also suggests a dynamic 

threshold called the centroid scatter value (CSV) for 

estimating the number of clusters. This criterion is based on 

the distribution of the data. Since the PDDP algorithm is a 

kind of the divisive hierarchical clustering algorithm, it 

gradually produces a new cluster by splitting the existing 

clusters. As the PDDP algorithm proceeds, the clusters get 

smaller. Thus, the maximum scatter value in any individual 

cluster also gets smaller. The idea of the CSV is to compute 

the overall scatter value of the data by treating the collection 

of centroids as individual data vectors. This stopping test 
terminates the algorithm when the CSV exceeds the 

maximum cluster scatter value at any particular point.  

The CSV is a value that captures the overall improvement, 

whereas the BIC can be used to measure the improvement in 

both the local and global structure. As mentioned earlier, in 

the splitting process, some information is needed to make 

the decision whether to split a cluster into two sub clusters 

or keep its current structure. The BIC is first calculated 

locally when the algorithm performs the splitting test in the 

cluster. The BIC is calculated globally to measure the 

overall structure improvement. If both the local and global 

BIC scores improve, it is then split the cluster into two 
children clusters.  

 

IV RESULTS AND DISCUSSIONS 

 

 Data Sets And Setup Information 

 

The 20 Newsgroups data set consists of 20000 articles 

evenly divided among 20 different discussion groups [10]. 

This data set is collected from UseNet postings over a 

period of several months. Many categories fall into 
confusable clusters. For example, five of them are computer 

discussion groups, and three of them discuss religion. The 

Bow toolkit [11] is used to construct the term document 

matrix (sparse format). The UseNet headers are used, and 

also eliminated the stop words and low frequency words 

(occurring less than 2 times). Finally 59965×19950 term 

document matrix is obtained for this data set.  

The well-known tf·idf term weighting technique is also 

applied. Let di = (wi1, wi2, wim)T, where m is the total 

number of the unique terms. The tf·idf score of each wik can 

be computed by the following formula: 

                          wik = tfik · log (n/ dfk) 
 

Where tfik is the term frequency of wk in di, n is the total 

number of documents in the corpus, and dfk is the number of 

documents that wk occurs. Finally, each document vector is 

normalized using the L2 norm. For the purpose of 

comparison, the basic PDDP algorithm is chosen as the 

baseline. The number of clusters k is varied in the range [2, 
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2k], and no stopping criterion was used. Then we applied 

both the CSV and the BIC to the above settings in order to 

test the estimation of the number of clusters. 

 

 Evaluation Method 

 

Since all the documents are already categorized, comparing 
clustering results with the true class labels can perform 

evaluation. In our experiments, the normalized mutual 

information (NMI) is been used [16]. In the context of 

document clustering, mutual information can be used as a 

symmetric measure for quantifying the degree of relatedness 

between the generated clusters and the actual categories. 

Particularly, when the number of clusters differs from the 

actual number of categories, mutual information is very 

useful without a bias towards smaller clusters, by  

 
 

 

 

 

 

 

 

 

Table 1: Clustering results by varying stopping criteria on 

20 Newsgroups data Sets. 

 

Normalizing this criterion to take values between 0 and 1, 
the NMI can be calculated as follows 

Where nh is the number of documents in the category h, nl 

is the number of documents in the cluster l, and nh,t is the 

number of documents in the category h as well as in the 

cluster l. The NMI value is 1 when clustering results exactly 

match the true class labels, and close to 0 for a random 

partitioning [17].  

 

 ExperimentaL Results 

 
Figure 5 shows the clustering results on the 20 Newsgroups 

data set. In this data set, it can be seen that the proposed 

algorithm perform relatively better than the basic PDDP 

algorithm. However, performing the global refinement after 

the local refinement as in EM degrades the quality of the 

clustering results. The global refinement with the sGEM al-

gorithm leads to more decisions to move each document 

from its cluster to other candidate clusters.  

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

Figure 5: NMI results on the 20 Newsgroups data set.

 

 

 

 

 

 
 

Table 2 Confusion matrix generated by using sGEM and the BIC 
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  Table 3 Confusion matrix generated by using sGEM and the CSV 

 

V CONCLUSION AND FUTURE WORK 

 

This paper presents several strategies for improving the 

basic PDDP algorithm. When the principal direction is not 

representative, the corresponding hyper plane tends to 

produce individual clusters with wrongly partitioned 

contents. By formulating the problem with the finite mixture 

model. This paper describes the sGEM algorithm has 

tremendous improvement when compared to the PDDP 

algorithm in several ways for refining the partitioning 

results. Preliminarily experimental results on two different 

document sets are very encouraging.  

In future work, intends to investigate other model selection 

techniques for approximating the number of underlying 

clusters. Recently, work by [7] has demonstrated that es-

timating the number of clusters in the kmeans algorithm 

using the Anderson Darling test yields very promising re-

sults, and seems to outperform the BIC. The statistical 

measure can also be applied for this algorithm in further 

enhancement.  
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Improved Gradient Descent Back Propagation 

Neural Networks for Diagnoses of Type II Diabetes 

Mellitus 
 

T.Jayalakshmi and Dr.A.Santhakumaran 

Abstract- The proposed method is a classification problem to 

diagnose Type II diabetes mellitus using improved Gradient 

Descent back propagation algorithm. The objective of this 

research is to increase the performance of the network in terms 

of accuracy. The accuracy was increased by using three key 

concepts: missing data replacement, data preprocessing and 

introducing the Performance Vector (PV) in the search 

direction. The results of the network have been tested using 

Pima Indian Diabetes Dataset. This experimental system 

improves the performance more than 7% than the standard 

Gradient Descent method. 

Keywords - Artificial Neural Networks, Data Preprocessing, 
Diabetes Mellitus, Gradient Descent, and Missing Data 

Replacement.  

 
I INTRODUCTION 

 

iabetes mellitus is now a big growing health problem 

as it is fourth biggest cause of death worldwide 

particularly in the industrial and developing countries 
[Rajeeb Dey and Vaibhav Bajpai, Gagan Gandhi and 

Barnali Dey]. It is one of the most common chronic 

diseases, which can lead to serious long-term complications 

and death. There are two major types of diabetes; Type I and 

Type II. Type I diabetes is usually diagnosed in children and 

young adults and was previously known as Juvenile diabetes 

[Siti Farhanah, Bt Jaafar and Darmawaty Mohd Ali]. Type II 

diabetes is the most common form of diabetes. 

The design and implementation of intelligent system with 

human capabilities is the starting point to design Artificial 

Neural Networks (ANN). Artificial neural networks are 

computational systems whose architecture and operation are 
inspired from the knowledge about biological neural cells 

(neurons) in the brain [Madiha J.Jafri, Vince D.Calhoun]. 

ANNs is a network of many simple processors called units, 

linked to certain neighbors with varying coefficients of 

connectivity called weights that represent the strength of 

these connections. The basic unit of ANNs called an 

artificial neuron, simulates the basic functions of natural 

neurons. It receives inputs process them by simple 

connections and threshold operations and outputs a result.  
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ANN have been successfully used to solve classification 

problems in several domains, specifically the back 

propagation algorithm is very often the favorite to train feed 

forward neural networks [T.Jayalakshmi, 

A.Santhakumaran]. Figure.1 shows the schematic 

representation of a multilayer perceptron with eight input 

neurons, two hidden layers with eight hidden neurons and 

one output layer with single neuron. Each of the input 

neuron connects to each of the hidden neurons, and each of 

the hidden neurons connects to the output neurons. 

 
 

 

 

 

 

 

 

 

 

 

 

Figure.1 Schematic Representation of a Multi Layer 
Perceptron 

Gradient-based methods are one of the most widely used 

error minimization methods used to train back propagation 

networks. Back propagation algorithm is a classical domain 

dependent technique for supervised training. It works by 

measuring the output error calculating the gradient of this 

error, and adjusting the ANN weights and biases in the 

descending gradient direction. Back propagation is the most 

commonly used and the simplest feed forward algorithm 

used for classification. 

This paper suggests a simple modification in the search 
direction to improve the training efficiency, by modifying 

the search direction vector. The proposed method improves 

the accuracy at the maximum to classify the Type II 

diabetes. The paper is organized as follows: Section 2 

discusses the improved gradient descent method. Section 3 

describes the experimental results and Section 4 concludes 

the paper. 

 

II BACKGROUND STUDY 

 

Chee-peng Lim, Jenn-Hwai Leong and Mei-Ming Kuan 

proposed a hybrid neural network comprising Fuzzy 
ARTMAP and Fuzzy C-Means clustering for pattern 

classification with incomplete training and test data. To 

D 
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handle missing data in the training samples a three-phase 

procedure is to be proposed. FAM first trained with 

complete training samples. Training samples with missing 

features can be presented, and the missing values can be 

estimated and replaced using two FCM-based algorithms. 

Then network training is conducted using all complete and 

estimated samples. To handle test samples with missing 
features, a non-substitution FCM-based approach is 

employed to yield a predicted output quickly. Marisol 

Giardina, Yongyang Huo, Francisco Azuaje, Paul 

McCullagh, and Roy Harper makes the investigation about 

the data acquired from diabetic patients at the Ulster 

Hospital in Northern Ireland in terms of statistical 

descriptive indicators and missing values. They made a 

comparative study of several missing value estimation 

techniques. This paper reported an exploratory statistical 

analysis on Type II diabetes databases. It included a 

comparison of missing value estimation methods, which is a 
problem that has received relatively little attention from the 

medical information community. This study is part of the 

preprocessing phase in the development of supervised and 

unsupervised machine learning systems for assessing 

coronary heart disease risk in diabetic patients. HT Nguyen, 

M Butler, A Roychoudhry, AG Shannon, J Flack and P 

Mitchell proposes and develops an appropriate integrated for 

the classification of diabetic retinopathy using a multilayer 

feed forward neural network. The principal advantages of 

automated grading are quantitative accuracy and 

repeatability. Md Monirul Isalm, Md Faijul Amin, Suman 

Ahmmed and Kazuyuki Murase describes an adaptive 
merging and pruning algorithm for designing ANNs. This 

new algorithm prunes hidden neurons by merging and adds 

hidden neurons by splitting repeatedly or alternatively. The 

decision when to merge or add hidden neurons is completely 

dependent on the improvement of hidden neurons learning 

ability or the training progress of ANNs respectively. 

Aurangzeb Khan, and Kenneth Revertt describes a rough set 

theory can be utilized as tool for analyzing relatively 

complex decision tables like the Pima Indian Diabetes 

Database. They conclude that in future the missing values 

filled with 0‘s can be corrected to improve the accuracy 
figure. Rajeeb Dey and Vaibhav Bajapi, Gagan Gandhi and 

Barnali Dey present a work for a classification problem 

applied to diagnosis of diabetes mellitus using back 

propagation algorithm of artificial neural network. The 

database used for training and testing the ANNs have been 

collected from Sikkim Manipal Institute of Medical 

Sciences Hospital. They propose that the effectiveness of 

data normalization in terms of network performance is 

reflected clearly in the results. Xingbo Sun, Pingxian Yang 

proposed a novel variant activation sigmoid function with 

four parameters. The improved BP algorithm based on this 
is educed and discussed. The efficiency and advantage of 

the method proved the classification results for the Chinese 

wines micrographs based on the improved and traditional 

BPNN. 

The activation function can adjust the step, position and 

mapping scope simultaneously, so it has stronger non-linear 

mapping capabilities. Michael Rimer, Tony Martinez 

presents a classification-based objective functions, an 

approach to training artificial neural networks on 

classification problems. It directly minimizes classification 

error by back propagating error only on misclassified 

patterns from culprit output nodes. Mehmet Onder Efe 

presents a comparison of neuronal activation functions 

utilized mostly in neural network applications. This paper 
dwells on the widely used neuronal activation functions as 

well as two new ones composed of sines and cosines and a 

sync function characterizing the firing of a neuron. Pasi 

Luuka study the suitability of similarity derived from Yu‘s 

norms used in a similarity classifier. Usually a similarity 

classifier uses similarity based on Lukasiwich structure with 

a generalized mean. A similarity classifier has proved to be 

a good method in classifying medical data sets. He also 

tested two different preprocessing methods, PCA and 

entropy minimization, and their effects.. 

 
III METHODOLOGY 

 

The performance of the proposed method is demonstrated 

by employing the improved gradient descent method. The 

performance criteria used in this research focus the accuracy 

of classification. This paper compares the results of normal 

gradient descent method and the improved gradient method 

in terms of accuracy. 

 

A. Pima Indian Diabetes Dataset 

 

The Pima Indian Diabetes dataset contains 768 samples with 
two-class problem. The problem posed here is to diagnose 

whether a patient would test positive or negative for 

diabetes. The diagnosis can be carried out based on personal 

data (age, number of times pregnant) and results of medical 

examination (blood pressure, body mass index, result of 

glucose tolerance test etc.) There are 500 samples of class 1 

and 268 of class 2. There are eight attributes for each 

sample. The data set is difficult to classify [Suman 

Ahmmed, Khondaker Abdullah.A Mamum and Monirul 

Islam]. 

 
B. Network Architecture 

 

The proposed method was implemented with four layer feed 

forward back propagation neural networks. i.e. one input 

layer, two hidden layers and one output layer. The 

architecture has eight input neurons, eight hidden neurons 

and one output neuron. The output neuron classifies the 

presence or absence of the diabetes. The network used for 

training is back propagation neural network. Gradient 

descent training was used to train the network, which will 

minimize the mean square error between network output and 
the actual output. During the training, the tan sigmoid 

activation function is used for hidden and output layers. The 

learning rate initialized for the network is 0.01, performance 

goal is 1e-08 and the number epoch is 500. Weights and 

biases are initialized to random values in the range of -1 to 

+1. The reason to initialize weights with small values is to 

prevent saturation.  
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C. Missing Data Replacement 

 

Neural network training could be made more efficient by 

performing certain preprocessing steps on the network 

inputs and targets. Network input processing functions 

transforms inputs into better form for the network use. The 
first key concept used in the research is the missing data 

analysis. The problem of missing data poses difficulty in the 

analysis and decision-making processes. Decision-making is 

highly depending on these data, requiring methods of 

estimation that are accurate and efficient. The data set used 

in this research contains missing values, which is a common 

one in the medical environment. The proposed method 

interprets the incomplete data into appropriate data set using 

K-nearest neighbor method. The technique K-nearest 

neighbor method replaces missing values in data with the 

corresponding value from the nearest-neighbor column. The 
nearest-neighbor column is the closest column in Euclidean 

distance. If the corresponding value from the nearest-

neighbor column is also contains missing value the next 

nearest column is used. 

 

D. Data Preprocessing 

 

The second key concept is data preprocessing. The 

preprocessing process for the raw inputs has great effect on 

preparing the data to be suitable for the training. Without 

this preprocessing, training the neural networks would have 

been very slow. It can be used to scale the data in the same 
range of values for each input feature in order to minimize 

bias within the neural network for one feature to another. 

Data preprocessing can also speed up training time by 

starting the training process for each feature within the same 

scale. It is especially useful for modeling application where 

the inputs are generally on widely different scales. The 

proposed method preprocesses the data using Principle 

Component Analysis (PCA) method. PCA is a very popular 

preprocessing method. Principal Component‘s normalization 

is based on the premise that the salient information in a 

given set of features lies in those features that have the 
largest variance. This means that for a given set of data, the 

features that exhibit the most variance are the most 

descriptive for determining differences between sets of data. 

This is accomplished by using eigenvector analysis on either 

the covariance matrix or correlation matrix for a set of data. 

 

E. Improved Gradient Descent Algorithm 

 

Gradient descent is the most widely used class of algorithm 

for supervised learning of neural networks. The most 

popular training algorithm of this category is batch back 

propagation. It is the first order method that minimizes the 
error function by updating the weights using the steepest 

descent method.  

                          w (t+1) = w(t) – η ΔΕ (w(t)) 

E is the batch error measure; ΔΕ is the gradient vector which 

is computed by applying the chain rule of the layers of feed 

forward neural networks. The parameter η is the heuristic 

called learning rate. The optimal value of η depends on the 

shape of the error function. The improved gradient descent 

algorithm can train any network as long as its weight, net 

input, and transfer functions have derivative functions. Back 

propagation is used to calculate derivatives of performance 

with respect to the weight, bias, and Performance Vector 

(PV). Each variable is adjusted according to gradient 
descent (dX). It can be calculated as 

                                         dX = η * ΔΕ * PV 

Where X is the weight and bias values and dX is the search 

direction vector. PV is the Performance Vector which takes 

the values in the range of 10<PV<100 which improves the 

performance accuracy in a better manner. 

 

Algorithm 

i. Create an architecture consists of eight input nodes 

in the input layer, eight hidden nodes in two hidden 

layers, one output node in the output layer. Assign 
the nodes to each layer 

ii. Replace the missing data with K-nearest neighbor 

method 

iii. Preprocess the input data using PCA method 

iv. Initialize the weights and bias to random values 

v. Initialize the network parameters. 

vi. Calculate the gradient using 

                    dX = η * ΔΕ * PV 

vii. Train the network with initialized parameters, and 

with sigmoid activation function. 

viii. Calculate the error using MSE method 

ix. Repeat the process until the maximum epochs are 
reached or the desired output is identified or the 

minimum gradient is reached. 

 

IV EXPERIMENTAL RESULTS 

 

A computer simulation has been developed to study the 

improved gradient descent method with reconstruction of 

missing values, preprocessing of data and the effectiveness 

of performance vector. The simulations have been carried 

out using MATLAB. Various networks were developed and 

tested with random initial weights. The network is trained 
five times, the performance goal is achieved at different 

epochs, and the classification accuracy is measured. The 

results of standard gradient descent and improved gradient 

descent are shown in the performance table (Table 1). The 

Gradient Descent Neural Network investigation uses a Pima 

Indian Dataset. 

To evaluate the performance of the network the entire 

sample was randomly divided into training and test sample. 

The model is tested using the standard rule of 80/20, where 

80% of the samples are used for training and 20% is used 

for testing. In this classification method, training process is 

considered successful when the MSE reaches the value 1e-
08. On the other hand the training process fails to converge 

when it reaches the maximum training time before reaching 

the desired MSE. The training time of an algorithm is 

defined as the number of epochs required to meet the 

stopping criterion 
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Table.1 Performance table 

 

V CONCLUSION 
 

This paper demonstrates the new improved gradient descent 

approach to classify the diabetic data. The improved 

gradient descent algorithm includes three key aspects such 

as replacement of missing value technique, data pre-

processing and introducing the performance vector. The 

computational model used in this paper is to classify a type 

II diabetes using Pima Indian Dataset. This algorithm proves 

better average classification than the standard gradient 
descent method. 
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A Comparative Study on Fingerprint Protection 

Using Watermarking Techniques 
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Abstract- Protection of biometric data is gaining interest and 

digital watermarking techniques are used to protect the 

biometric data from either accidental or intentional attacks. 

Among the various biometrics, fingerprints are more famous in 

the authentication area, as they are unique to each person and 

are mainly used for the establishment of instant personal 

identity. However, they are susceptible to accidental and 

intentional attacks, when transmitted over network. Thus, a 

protective scheme is needed which will preserve fidelity and 

prevent alterations. This paper considers two techniques that 

protects of fingerprint biometric data using digital 

watermarking techniques. Both the techniques discussed are 

based on Discrete Wavelet Transformation (DWT). From the 

experimental results, it can be concluded that both techniques 

provide adequate security to the fingerprint data without 

degrading visual quality. Further, the verification performance 

after dewatermarking is also analyzed. 

Keywords-watermarking, fingerprint, discrete wavelet 
transformations, copyright control. 

 
I INTRODUCTION 

 
n recent years, tremendous growth has been witnessed in 

the development of modern technologies like Internet, 

P2P, MMS, etc., which in turn, has made an important 

evolution towards digital distribution of data via network. 

The digital transmission has introduced flexible, cost-

effective communication models that are beneficial in 

commerce transactions. At the same time, they also possess 

some serious drawbacks. It allows individuals, other than 

the owner, to manipulate, duplicate, or access media 

information without owner‘s permission (Lin, 2000). This 

has forced academicians, industrials, and researchers to   

focus   on copyright protection of the intellectual contents. 
Watermarking is a technique that is used to solve this 

problem. ‗Digital watermarking‘ is a technique which 

allows an individual to add hidden copyright notices or other 

verification messages to digital audio, video, or image 

signals and documents without affecting the overall quality 
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of the original content. ‗Digital watermarks‘ are information 

added to digital data which can be detected or extracted later 

to make a claim on the original content.  

 

The type of information added can be textual data or an 

image. It is a method that is widely used by industrialists, 

educationalists, and researchers to protect their digital 

content along with other data protection methods like 

encryption, digital signature, etc.   

Apart from working as copyright protection scheme, 
watermarking can also be used as an authentication 

mechanism to prove the validity of data or owner. Common 

Applications of digital watermarking include media‘s 

ownership protection and proof of ownership, authentication  

In addition, tampering detection, hiding information and 

hiding copyright or access control information, etc. Since 

the interest in protecting Intellectual Property Rights (IPR) 

is high, the most studied applications of watermarking are 

proving ownership, authenticating and fingerprinting. 

However, as the embedded information can be generically 

be anything that can be represented by bits, interest in other 

kinds of applications that take advantage of the 
watermarking techniques is also rising. Two types of 

watermarking techniques are available for different 

applications, namely, ―Robust Watermarking‖ and the 

second is called ―Fragile Watermarking‖. Both are used for 

different application purposes, such as copyright protection 

and multimedia authentication, respectively.  A third type of 

watermarking technique that is slowly becoming popular is 

the ―Biometric Watermark.‖ Biometric watermark is a 

technique that creates a link between a human subject and 

the digital media by embedding biometric information into 

the digital object.  
Watermarking biometric data is growing importance and is 

under research for authentication systems. According to 

Low et al. (2009), biometric watermarking was introduced 

as the synergistic integration of biometrics and digital 

watermarking technology. In the battle of copyright piracy, 

several technological approaches and solutions have been 

suggested and implemented (Schaathun, 2006). The 

watermark is nowadays used in conjuction with several 

biometrics including fingerprint (Jain, 2000), signature 

(Maiorana et al., 2007), face (Tzouveli et al., 2005), hand 

[Jain et al., 2008], voice (Lee et al., 2005), iris (Ryoung et 

al., 2007), retina (Coatrieux et al., 2006).  
Fingerprints are unique biometrics that is mainly used for 

the establishment of instant personal identity. However, they 

are susceptible to accidental and intentional attacks, when 

transmitted over network. Thus, a protective scheme is 

needed which will preserve fidelity and prevent alterations. 

This is more important with respect to biometric identifiers 

I 
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because of their uniqueness. A solution to this situation is 

watermarking. Several techniques exist for the protection of 

biometric data and this paper discusses two techniques that 

integrate digital fingerprint and digital watermarking for 

security reasons.  

Combining digital watermark and biometric for data security 

and authentication is an emerging area and therefore, there 
have been only a few published papers. Irrespective of the 

technique or method used, the main objective of all these 

techniques is to produce a secure technique, which does not 

degrade the quality of the cover image and reduce 

recognition accuracy. Pankanti and Yeung (1999) proposed 

a fragile watermarking method for fingerprint image 

verification. The authors showed that their watermarking 

technique does not lead to a significant performance loss in 

fingerprint verification. Ratha et al. (2000) used WSQ 

(Wavelet Scalar Quantization) scheme to hide data in 

fingerprint images. Uludag et al. (2001) proposed 
watermarking methods that preserve the quantized gradient 

orientations at and around watermark embedding locations 

and singular points in the fingerprint image. Ahmed and 

Moskowitz (2005) used digital watermarking technique and 

Fourier transformation to protect fingerprint images used in 

forensic analysis. Noore et al. (2008) proposed a digital 

watermarking technique using face and demographic text 

data as multiple watermarks for verifying the chain of 

custody and protecting the integrity of a fingerprint image. 

Similar work was also done by Jain (2000). Zebbiche et al. 

(2006) proposed another method using watermarking to 

protect fingerprint data. They introduced an application of 
wavelet-based watermarking method to hide the fingerprint 

minutiae data in fingerprint images. A study on the 

implementation of fingerprint watermark for the protection 

of intellectual copyrights was conducted by Hui et al. 

(2008). In their work, the authors used spatial domain, DCT 

domain of multi-bits embedded watermark methods to 

embed and extract information of the fingerprint 

characteristics. 

A careful analysis of the review identified the fact that even 

though several studies have been performed to protect 

fingerprint images using watermarking techniques, the 
performance comparison of techniques is sparse. This fact 

motivated the formation of this paper and compares two 

such techniques. The paper is organized as below. Section 1 

provides an introduction to watermarking and biometric 

watermarking systems, Section 2 discusses the two 

algorithms selected for the study and Section 3 presents the 

experimental results. Section 4 concludes the work with 

future research directions.  

 

II FINGERPRINT WATERMARKING 
SYSTEMS 

 

This paper discusses two fingerprint watermarking systems, 

hereafter referred to as Model-1 (Zebbiche et al., 2009) and 

Model-2 (Vasta et al., 2006). The primary objective of both 

the models is to protect fingerprint images during 
transmission using watermarking techniques. This section 

explains the working of both the systems. 

Model-1  

Any fingerprint image has two regions, foreground or ridges 

area and background or the noisy area near the edges. In 

Model-1, as the first step, the fingerprint to be watermarked 

is segmented using an adaptive threshold technique to 

extract the fingerprint edges from the background. This step 

produces a binary mask image called ―segmentation mask‖. 
In the second step, the segmentation mask is partitioned into 

non-overlapping blocks, where each block is classified as 

either ―ridge block‖ or ―background block‖ according to the 

number of foreground pixels belonging to that block. A 

block is considered to be a ridge block, if and only if, all the 

block‘s pixels are classified as a ridge pixel. In the final 

step, a binary ―watermarking mask‖ is produced with a 

value of 1 if the block belongs to the ridges area and 0 

otherwise. The watermark is embedded in only those layers, 

which belong to the ridges area. Discrete Cosine 

Transformation and Discrete Wavelet Transformation 
(DWT) domain are used to embed the watermark.  

After the selection of blocks to carry the watermark, a DCT 

transformation is applied to the blocks. This results in 64 

coefficients which are zigzag scanned (i.e., arranged in 

decreasing order) to obtain one dimensional vector X[N] 

representing the entire set of the DCT coefficients to be 

watermarked. The DC component for each block is not used.  

The watermark is embedded by steps described in Figure 1.  

 

The procedure used while using DWT domain to embed the 

watermark is explained below. First the blocks selected for 

embedding the watermark is transformed using the level 1 
DWT, which results in (i) a low resolution  subband (LL), 

(ii) high-resolution horizontal subbands (HLl ,HLl−1, ..., 

HL1), (iii) high-resolution vertical subbands (LHl, LHl−1, 

..., LH1), and (iv) high-resolution diagonal subbands (HHl, 

HHl−1, . . . ,HH1). A watermark is embedded in the high-

resolution subbands. The watermark is the same as Figure 1. 

The algorithm uses two secret keys, which are used during 

watermark sequence generation (K1) and in order to 

increase the security level, Model-1 introduces some 

Algorithm - 1 

(i) The sequence and watermark sequence are partitioned 
into nonoverlapping divisions. 

(ii) Each division is multiplied by 1, which is determined by 
its associated binary sequence information bit. This is 
performed in order to obtain the amplitude-modulated 
watermark (Uses secret key K2 to generate the 
sequence).  

(iii) In the next step, the watermark is embedded using 
Equation (1) where xi[k] and yi[k] are the set of original 

and watermarked coefficients respectively and  is the 
gain factor that is used to control the strength of the 
watermark. 

 Yi[k] = (1 - wi[k] bi) xi[k] (1) 

Figure 1 : Embedding Procedure of Model 1 
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uncertainty about the selected coefficients altered by 

permuting the transformation coefficients using a key K1. 

The advantage of this technique is that the hidden 

watermark can be retrieved only if the entire procedure 

through which the watermark has been generated along with 

the secret keys K1 and K2 is known. Thus, a three level 

security to the fingerprint is provided. A maximum-
likelihood (ML) estimation scheme is used as watermark 

extraction to increase the performance and is explained in 

Zebbiche et al. (2009).   

Model 2 

In Model 2, the fingerprint protection is performed using 

watermarking technique that uses a combination of DWT 

and LSB. The watermark embedding and extraction 

algorithms are given in Figure 2 and Figure 3 respectively. 

 

 
 

 

The advantage with this technique, changes in Ir, results in 

different hash values and thus makes the watermark 

undetectable. It is very difficult to calculate the hash value 

Hr, without knowing the secret key K. Moreover, the usage 

of high order bits results in an image, ensures that the image 

quality is not degraded and thus maintains the biometric 

verification performance. 

 
III RESULTS AND DISCUSSION 

 

This paper evaluates the algorithms based on the verification  

Accuracy and quality of dewatermarked images of the two 

models. The models were tested using 10 attacks, namely, 

JPEG with Quality Factor 50%, JPEG 2000 with Quality 

Factor 50%, Gaussian Noise (3 x 3), Median Filter (3 x 3), 

Blurring (3 x 3), Gamma (0.5), Cropping (10 pixels), Resize 

(90%), Rotation (10o) and Affine Transform. The system is 

also evaluated when no attacks was performed.  

1. DWT is applied and the detailed subbands are 
divided into equal sized blocks of size (2M – 1) 
x (2N – 1). 

2. For each block, the block boundaries are 
synchronized with the M x N blocks formed 
during the embedding process. 

a. For each block, Ir, a message block (MBr) 
is formed by selecting few high order bits 
from each pixel of that block. A key K, 
which is sufficient large to prevent 
watermark removal attacks is appended 
to MBr.  

b. The cryptographic has of the MBr is 
computed using Equation (2) 

c. The synchronized block boundaries are 
identified by comparing the last few bits 
of Hr with the LSBs of pixels in every block 
and its neighboring blocks. 

3. The first positive phase coefficient whose 
value is less than the threshold hold is 
identified from each block and the watermark 
bit is extracted from that coefficient. 

4. The remaining bits are extracted by computing 
the pixel position of each block where the bit 
was embedded. The pixel positions are 
calculated using Equation (3) and the MSB of 
Hr is analyzed to determine if the actual value 
or its complement was inserted and the bit is 
thus extracted. 

5. These extracted bits are arranged to form the 
watermark image and IDWT is applied on the 
watermark image to generate the watermark 
extracted fingerprint image. 

Figure 3 : Extraction Procedure of Model 2 

1. A 2-D DWT is performed and the detailed subbands 
are divided into equal sized blocks (M x N) with its 
coefficients numbered in raster scan order. 

2. From each block, the first wavelet positive phase 
coefficient whose value is greater than threshold is 
selected and the second LSB of this coefficient is 
replaced by one bit from the watermark image.  

3. If the number of bits in the watermark image is 
less than the number of blocks in the fingerprint 
image, then all bits of the watermark image can be 
embedded. Otherwise, the following procedure is 
used. 

a. For each block, Ir, a message block (MBr) is formed 
by selecting few high order bits from each pixel of 
that block. A key K, which is sufficient large to 
prevent watermark removal attacks is appended to 
MBr.  

b. Using this K value, a cryptographic hash value is 
calculated using Equation (2) [. 

  Hr =  H (MBr) k                     (2)    

c.        The pixel position for embedding the 
watermark bit is calculated as the mod value of Hr 
and MxN, that is,  

[Hr mod M x N].    

 (3) 

During the actual embedding, the original 

watermark bit is embedded if MSB of Hr is equal to 

zero else the complement of the watermark bit is 

embedded.  

4. After successful embedding of all the bits from the 
watermark image, Inverse Discrete Wavelet 
Transformation (IDWT) is applied on the 
coefficients to generate the final secure 
watermarked image.  

Figure 2 : The Embedding Procedure of Model 1 
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The models were evaluated using a fingerprint database 

having 1000 fingerprints collected from 500 individuals. 

The size of the fingerprint images was set to 512 x 512.  The 

matching algorithm was performed using the minutiae 

matching proposed by [5]. Tables 1 show the verification 

results when the models were subjected to various attacks. 

It can be seen from the table, under normal condition, that 
is, when the watermark was subjected to no attacks, all the 

three models produced high recognition accuracy. Model 1 

in DCT domain produced 98.64 %, Model 1 in DWT 

domain produced 99.39% and Model 2 produced 99.48% 

recognition accuracy. While comparing between the three 

algorithms, Model 1 in DWT domain performed better than 

the other two models. For all the other types of attacks, 

Model 2 seems to produce better results. 

In this paper, the quality of the fingerprint image after 

extracting the watermark is computed using Peak Signal to 

Noise Ratio. The results obtained during experimentation 
are presented in Table 2. The table reports the results 

obtained for 10 images from the database and the same trend 

was obtained for all the images. The ten cover fingerprint 

images and the watermark image are shown in Figure 4. 

 

Table 1 : Verification Results 

 

Attack 
Model 1  

(DCT) 

Model 1 

(DWT) 

Model 

2 

No attack 98.64 99.48 99.39 

JPEG (50%) 98.53 99.67 99.25 

JPEG 2000 (50%) 98.64 99.62 99.36 

Gaussian Noise (3x3) 98.64 99.40 99.21 

Median Filter (3 x 3) 72.66 88.09 85.33 

Blurring (3 x 3) 97.89 99.49 99.02 

Gamma (0.5) 99.87 99.19 99.48 

Cropping (10 pixels) 79.12 84.32 99.25 

Resize (90%) 75.43 81.88 99.36 

Rotation (10o) 71.76 78.68 99.21 

Affine Transform 63.12 71.54 85.33 

 

 

 

 

 

 

 Table 2 PSNR OBTAINED FOR VARIOUS MODELS 

 

Image 
Model 1 

(DCT) 
Model 1 
(DWT) 

Model 2 
(DWT + LSB) 

Finger1 38.42 40.23 32.56 

Finger2 38.26 41.99 33.65 

Finger3 39.02 40.56 33.45 

Finger4 39.12 41.44 32.88 

Finger5 38.99 41.23 33.12 

Finger6 38.67 40.39 34.23 

Finger7 39.23 41.87 34.16 

Finger8 39.41 41.65 32.75 

Finger9 39.33 40.54 32.89 

Finger10 39.76 40.77 33.01 

From Table 2, it can be seen that Model 1 in DWT domain 

produces better quality images, followed by Model 1 in 
DCT domain. The quality of the image slightly degrades 

with Model 2. 

 

 

 

 

 

 

 

 

 

 
 

From the results obtained, it can be concluded that the 

watermarking of fingerprint image is highly successful 

while using DCT, DWT or DWT + LSB techniques. All the 

three models produce high recognition results and produce a 

high quality image after dewatermarking. 

 

IV  CONCLUSIONS AND FUTURE WORK 

 

Watermarking techniques are increased used in biometric 

security systems for authentication requirements and they 
use biometric characteristics such as face, voiceprint, 

fingerprint, etc. Out of these, fingerprint image is considered 

more reliable for personal authentication. They are 

considered good choice because of two very important 

characteristics, its uniqueness, and permanency. However, 

the major disadvantage with fingerprints is that it can be 

forged by hackers or criminals. 

However, as the need for security increases, research for 

more permanent form of biometric, which is difficult to 
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replicate, is considered. One such biometric is human iris. 

Iris recognition is based on visible features, i.e. rings, 

furrows, freckles, and corona and is considered very 

challenging, as they possess a high degree of randomness. 

The Iris is essentially formed by 8 months, and remains 

stable through life. Statistically more accurate than even 

DNA matching since the probability of 2 irises being 
identical is 1 in 10 to the power of 78 (Daugman and 

Downing, 2001). The future research direction is planned in 

the direction of protecting Iris watermarking for security and 

authentication. Here, biometric can act as an access granting 

mechanism in the source and destination place and upon 

successful identification, a watermark as an additional 

security can be used to authenticate an image.   
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Abstract- Networking devices and intrusion detection 

systems are capable of generating large volumes of audit 

information. This information should be considered sensitive. 

Privacy concerns must also be considered, as there are many 

legal and ethical issues with maintaining these types of data 

sets. Until now, little attention has been paid to protecting these 

data sets from attackers, both internal and external. While 

advances in computer and communications technology have 

made the network everywhere, they have also rendered 

networked systems vulnerable to malicious attacks 

orchestrated from a distance. These attacks, usually called 

cracker attacks or intrusions, start with crackers infiltrating a 

network through a vulnerable host and then going on to launch 

further attacks. Crackers depend on increasingly sophisticated 

techniques like using distributed attack sources. On the other 

hand, software that guards against them remains rooted in 

traditional centralized techniques, presenting an easily 

targetable single point of failure. With the free flow of routing 

data and the high availability of computer resources, possible 

threats to the networks can result in loss of privacy and in 

malicious use of information or resources that can eventually 

lead to large monetary losses. By applying MD5 an algorithm, 

which plays a major role network security and infrastructures 

built-in security constraints, are monitored properly. 

Keywords- MD5, Intrusion, Integrity, intrusion detection. 

 
I INTRODUCTION 

 

he recent past have witnessed an ever-growing 

confidence on computer networks for business 

Transactions. With the free flow of data and the high 

availability of computer resources, owners and managers of 

enterprise networks have to secure their resources from any 

possible threats to their networks. Although these threats 

take many forms, they all result in loss of privacy to some 

degree and in malicious use of information or resources that 

can eventually lead to large losses [1].  
Data integrity is monitored with secure hashing functions. 

Access to data in the system is logged for 
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audit purposes and restricted by way of a domain specific 

query language. We address the threats of both malicious 

insiders and external hackers by providing security measures 

for both scenarios. Network security and intrusion detection 

data is captured in real time and a MD5 checksum is 

generated.[2]. Intrusion detection systems can be classified 

based on a multitude of factors. Some significant ones, 

described in detail in are: 

Response to Intrusion this can be passive or active. A 

passive system is content with just detecting intrusion, 
leaving its handling to a human agency. On the other hand, 

an active system takes action, for example terminating 

network connections to a suspected host. Obviously, active 

systems are much better scalable and responsive, but open 

themselves up to denial of service attacks by overreacting to 

deliberately triggered false alarms. 

Source of audit data the data to be examined can be network 

data (network packets etc.) or host data (application logs, 

system call traces etc.) 

Locus of data collection and processing Data-collection can 

be centralized or distributed. Again, this data can be 

processed centrally or at distributed locations. In recent 
times, there has been a lot of interest in distributed schemes 

for Intrusion detection‘s. While the research society has 

been active in this area, most existing schemes are inert in 

the sense that they only implement collecting information in 

a distributed manner. The controlling intelligence is 

centralized in the person of the system administrator 

managing the administrative domain. Malicious hackers will 

often install Trojan Horse files in place of standard utility 

programs, usually to help hide the evidence of their 

intrusion. For example, when looking at the file system on a 

UNIX box, you may notice that the 'ls' program seems to 
have an unusually large file size or an odd timestamp. You 

should then compare it with a clean copy of 'ls' from another 

machine or from installation media. A good tool for such 

quick comparisons is MD5, which makes cryptographic 

checksums of the target files. If there appears to be a 

problem, then you can run the suspect 'ls' program through a 

debugger such as gdb, and often find out what the Trojan 

Horse 'ls' was designed for. Typically, a Trojan horse 'ls' 

will not display any of the files or directories installed by the 

intruder, and may also have the SETUID and SETGID bits 

set to mode 6555.[4] 
Precise and completely accurate copy. For any system 

administrator making copies of data collected, a MD5 hash 

value should also be calculated to ensure the integrity of the 

copies. It should be noted while RFC1321 (1992) states it is 

conjectured that it is computation infeasible to produce two 

messages having the same message digest, or to produce any 

Message having a given pre-specified target message digest, 

T 

GJCST Classifications: 

E.3, D.4.6, K.4.2, K.6.5 
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recent research has shown that a collision attack can be 

conducted against the MD5 algorithm using a standard 

home PC in a reasonably short amount of time [5]. This, 

combined with other similar research, has resulted in the use 

of MD5 digests being brought into question from an 

evidentiary viewpoint. Prior to any use of this utility, advice 

from legal personnel or proper authorities should be sought. 
In this paper we will try to evaluate the impact of MD5 

authentication on routing traffic in two contexts: Secured 

and un-secured. 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

  Fig. 1 About working of MD5 Algorithm 

 

The MD5 algorithm takes the preconfigured shared secret 

key and the traffic data (or message) as inputs and returns a 

message digest (hash) that is appended to the message and 

sent through the appropriate interface. Above figure 
illustrates the sequence of events for routing protocol 

authentication at the destination router. EIGRP, RIPv2 and 

OSPF are supported keyed MD5 cryptographic checksums 

to provide authentication of traffic data including routing 

updates. Each key is represented by key number, key string, 

and key identifier, which are stored locally. EIGRP MD5 

authentication supports multiple keys, which are grouped in 

one keychain. RIPv2 MD5 the basic RIPv2 message format 

provides for an 8-byte header with an array of 20-byte 

records as its data content. When keyed MD5 is used, the 

same header and content are used, except that the 16-byte 
authentication key field is reused to describe a Keyed 

Message Digest trailer. With MD5, all OSPF protocol 

exchanges are authenticated. The OSPF packet header 

includes an Authentication Type field and 64 bits of data for 

use by the appropriate authentication scheme. Each key has 

a lifetime period that validates the usage of this key for 

sending and receiving. The router selects one key from the 

keychain for sending an authentication packet. The key 

numbers are examined from the lowest to the highest, and 

the first valid key encountered is used [16] [17]. Murphy and 

Badger from TIS [8] proposed a public key signature scheme 

to protect the integrity of LSAs flooded through the 
network. With a public key infrastructure, the source router 

uses its private key to sign the MD5 value for every LSA 

created. Since the intermediate routers do not know the 

private key of the source router, they cannot tamper the 

LSAs without being detected. On the other hand, every 

receiver of LSAs must use the source router‘s public key to 

verify its integrity. Therefore, their scheme is very secure 

against compromised intermediate routers. The only 

problem is that public key systems (e.g., RSA) are usually 

very expensive. 

 

II FILE LOCATIONS AND INTEGRITY 

 
HIDS require different methods to avoid generating alarms. 

The vast majority of known HIDS vision methods attempt to 

exploit the signature-based products. Evading file 

monitoring HIDS has fewer options for evasion besides 

avoiding file changing exploits. All File HIDS use either 

MD5 or some variant of this algorithm to make a hash of 

monitored files. The MD5 algorithm is defined by its author 

as ―It is conjectured that it is computationally infeasible to 

produce two messages having the same message digest, or 

to produce any message having a given pre specified target 

message digest.‖ [9] The message digest is akin to a 
fingerprint. If as little as one-bit changes in the original file, 

the computed MD5 hash will change as well. While it is 

possible that two files will have the same digest, it would 

take an attacker an infeasible amount of time to develop a 

file with the same fingerprint and that file is not very likely 

to do what the attacker wanted. [9] The file monitor MD5 

database is also usually password or key protected making 

substituting files difficult. The attacker must just exploit the 

weaknesses of the file monitoring method‘s design. Most 

file monitoring HIDS have directories that are excluded 

because they will often have files created and removed or 

modified. Temporary directories are a common location that 
can be used to evade file monitors. These can be used for the  

Initial exploit code until the attacker can determine where 

they can safely write files, such as home directories or other 

locations that are not likely to be monitored. Then, once the 

system is compromised, the attacker simply needs to remove 

the file monitor or be stealthy and recomputed file hashes if 

they can crack the password on the MD5 database. Most 

HIDS will check startup scripts, registry entries, and 

Operating System startup programs for changes so that an 

attacker cannot modify these files. Few check any tasks that 

are launched from these locations. For instance, the 
administrator installs a program that has a custom item that 

is added to the startup script. Such as Norton adding the 

Virus Protection system tray icon. An attacker can view the 

startup locations and then replace the binaries that the 

startup runs. As long as the replacement still executes the 

original binary, most HIDS will not alarm because the 

sensitive startup location has not changed and it is not 

checking third party application binaries. The last problem 

with File Integrity based HIDS is that they tend to alarm too 

late to be of much use. Since they depend on the host 

operating system, if the operating system has been 

compromised there is no way for the Administrator to know 
that the attacker did not disable the HIDS application. Or the 

use of root kits will allow the attacker to hide files from 

Operating System as well as other users, which would also 

prevent the HIDS from finding the files necessary to 

generate an alarm. 
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III INTRUSION DETECTION 

 

Secure network control protocols sometimes come with a 

significantly higher price. For example, in the previous 

section, if we want to solve the faulty intermediate router 

problem (FIRP) in the OSPF protocol itself, we need to pay 

the cost of RSA/MD5 (2 x 106 uses per LSA) in software. 
Our implementation of OSPF/key-MD5, on the other hand, 

only takes 40 _ 70 usec per LSA. This explains why the 

RSA/MD5 approach is not included in the IETF standards. 

Thus, unless we can develop a secure and much more 

efficient public key system, the FIRP cannot be prevented 

by the standardized OSPF protocols. It is interesting to ask 

whether a unpreventable security problem like FIRP can be 

possibly detected and isolated by a distributed intrusion 

detection system. The short answer is ―YES.‖ A typical 

solution is to let every router log all the LSAs that it 

receives and forwards over a period. By analyzing and 
correlating distributed log files, hopefully we can identify 

which routers are not faithful in forwarding LSAs. Two 

problems for these approaches include: 

The amount of data in the log files might be very huge such 

that the analysis and correlating task Will take a long time. 

Thus, by the time we nail down the evil routers, the network 

might have Been seriously damaged. In other words, ―how 

fast can we detect and isolate faulty intermediate 

Routers?‖ The network bandwidth needed for transmitting 

these data and coordinating among IDS modules could be 

very high. Intrusion detection is a form of fault-diagnosis. 

Faults (in a security system) are not supposed to happen, but 
the fact is that they do happen. As with all fault diagnosis 

systems, IDS give the wrong answers from time to time. 

Because it is so difficult to define what intrusion actually 

means in a generic sense (it‘s political) intrusion detection 

systems tend to err on the side of caution and report many 

false positives, i.e. false alarms. This is a very difficult 

problem to do in real time. What does real-time mean? 

Some attacks are stealthy and occur over many hours or 

days. How can we make a prompt notification about such 

attempts? The intrusion detection will have to be fast to 

detect quick break-ins, but have a long memory in order to 
see slow ones (like the thief digging a tunnel into the bank 

with a teaspoon). How will we be alerted or notified about 

intrusions? By alarm on the screen? By E-mail or pager 

alert? What if the attacker first knocks out E-mail or the 

pager link? User privacy is also a problem. If an intrusion 

detection system examines everything going on within the 

system, looking for suspicious behavior, is that an intrusion 

of privacy? What if humans never see the data, but only the 

warnings? Where do we draw the line between justified and 

unjustified surveillance? Law enforcement agencies have 

been arguing about that one for years! 
 

IV ABOUT WIRELESS NETWORKS 

 

Wireless networks are very common, for both organizations 

and individuals. Many laptop computers have wireless cards 

pre-installed. The ability to enter a network while mobile 

has great benefits. However, wireless networking has many 

security issues. [10] Hackers have found wireless networks 

relatively easy to break into, and even use wireless 

technology to crack into wired networks]. As a result, it's 

very important that enterprises define effective wireless 

security policies that guard against unauthorized access to 

important resources.[11] Wireless Intrusion Prevention 

Systems are commonly used to enforce wireless security 
policies. 

The risks to users of wireless technology have increased as 

the service has become more popular. There were relatively 

few dangers when wireless technology was first introduced. 

Crackers had not yet had time to latch on to the new 

technology and wireless was not commonly found in the 

work place. However, there are a great number of security 

risks associated with the current wireless protocols and 

encryption methods, and in the carelessness and ignorance 

that exists at the user and corporate IT level.[12] Cracking 

methods have become much more sophisticated and 
innovative with wireless. Cracking has also become much 

easier and more accessible with easy-to-use Windows or 

Linux-based tools being made available on the web at no 

charge. 

V CONCLUSION 

 

A strong information security plan will include a 

multiplicity of technical and administrative controls 

intended to prevent intrusions and unauthorized activities 

from both internal and external threat agents. However, even 

with a set of strong security products and security policies it 

is impossible to insure that a network is secure. For this 
reason, networks that are mission critical or contain 

sensitive information are deploying intrusion detection and 

cyber security monitoring systems. 
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Rolled Fingerprint Segmentation 
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Abstract- A critical step in automatic fingerprint recognition is 

the accurate segmentation of fingerprint images. The objective 

is to segment the foreground and background from the rolled 

fingerprint image. The foreground region contains features 

that can be used for recognition and identification, while the 

background region is the noisy area around the boundary of 

the image. In this paper, we propose a technique that improves 

segmentation by using wiener filtering as a preprocessing step 

to eliminate noisy background. Our proposed method was 

tested in NIST SD27 dual resolution database, which contains 

rolled and plain fingerprints. This method was also tested in 

FVC2004 database. The experimental results demonstrate the 

effectiveness of the proposed method, concerning the 

extraction of ROI, especially in Rolled fingerprint image. 

Keywords- Segmentation, Filter, ROI, Wiener filter, Mean, 
and Variance threshold, rolled fingerprint. 

 

I INTRODUCTION 

 

he segmentation is concerned with splitting the 

fingerprint image into two regions (foreground and 

background). Segmentation is one of the first and integral 

pre-processing steps for any Fingerprint Recognition 

System and one of the major research area of image 

processing and pattern recognition. At present, the 
fingerprint image segmentation in the non-ideal conditions 

captured is a key issue to need for fingerprint recognition 

technology. It is used to identify the region of interest 

within an image. It is necessary to identify the foreground 

and background regions in fingerprint image preprocessing 

in an automatic fingerprint identification system (AFIS)[B. 

M. Mehtre, et al., 1987]. This can improve the accuracy of 

feature extraction and save processing time, consequently 

reduce the system costs [B. M. Mehtre, et al., 1987] [B. M. 

Mehtre, et al., 1989].  

There are two types of fingerprint segmentation algorithms: 

unsupervised and supervised. Unsupervised algorithms 
extract blockwise features such as local histogram of ridge 

orientation [B. M. Mehtre, et al., 1987] [B. M. Mehtre, et 

al., 1989]. gray-level variance, magnitude of the gradient in 

each image block [Bazen A.M., et al., 2001], Gabor feature 

[Alonso-Fernandez, F., et al.,2005, Bazen, A., Gerez, S., 

2001,] . Practically, the presence of noise, low contrast area, 
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and consistent contact of a fingertip with the sensor may 
result in loss of minutiae or more spurious minutiae 

Supervised method usually first extracts several features 

like coherence, average gray level, variance and Gabor 

response [Bazen, A., Gerez, S., 2001, Pais Barreto Marques, 

et al.,  A.C.,2005, Zhu, E et al.,2006], then a simple linear 

classifier is chosen for classification This method provides 

accurate results, but its computational complexity is higher 

than most unsupervised methods. 

Segmentation process can become very complex and 

intricate because the boundary between the region of 

interest and the background blurs due to presence of noise. 

Various segmentation methods are developed. However, 
these methods are not satisfying. For example, if there is 

highly noisy background region surrounding the poor 

contrast foreground of the fingerprint image, these methods 

will fail to separate background with foreground. A robust 

segmentation method is required to deal with low quality 

images and to be insensitive to the contrast of the original 

images. In this paper, we analyzed the traditional mean and 

gray variance method gave satisfactory results only for 

noiseless background regions and not fingerprints lifted 

from fingerprint cards, which have noisy background. 

Hence we put forward wiener filtering as a preprocessing 
step before segmenting based on mean and variance 

method. On the base, a further improved gray mean and 

variance method is proposed accordingly to achieve more 

effective segmentation effect. 

 

II FINGERPRINT IMAGE 

 

Fingerprint images can be broadly classified into three 

categories, namely, (i) rolled/full, (ii) plain/flat and (iii) 

latent [V. N. Dvornychenko, et al.2006, P.Komarinski, 

2001, D. Maltoni, et al.2003] as shown in Fig.1. Rolled 

fingerprint images are obtained by rolling a finger from one 
side to the other (―nail-to-nail‖) in order to capture all the 

ridge-details of a finger. Plain impressions are those in 

which the finger is pressed down on a flat surface but not 

rolled. Rolled and plain impressions are obtained either by 

scanning the inked impression on paper or by using live-

scan device. In contrast, latent fingerprints are lifted from 

surfaces of objects that are inadvertently touched or handled 

by a person through a variety of means ranging from simply 

photographing the print to more complex dusting or 

chemical processing 

 
 

                                                                         

 

 

a)Rolled                      b) Plain                 c)Latent 

                         Fig.1 Types of Fingerprints 

T 
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III FINGERPRINT SEGMENTATION 

 

A fingerprint image segmentation algorithm receives an 

input fingerprint image, applies a set of intermediate steps 

on the input image, and finally outputs the fingerprint 

foreground region where the ridge structure is coherent. The 

segmentation result should satisfy the following conditions 
i. It should not be sensitive to the contrast in the 

image. 

ii. It should detect smudged and noisy regions. 

iii. The result of segmentation should be independent 

of whether the input image is an enhanced image 

or a raw image. 

iv. It should give consistent result for a variety of 

images expected by the application 

Fingerprint images have various resolution and normally 

500 dpi fingerprint images are used [FVC2004 website]. 

The fingerprint image obtained from inked or live scan 
device, which includes noisy background, and smudge 

regions may cause problem in further steps of AFIS. So, 

some preprocessing is required to mitigate the effect of such 

unwanted region.  

 

A. Variance And Mean Based Segmentation 

 

Fingerprint image of the foreground region consist of 

fingerprint ridge and valley line, whose ridge and valley is a 

line of black-and-white texture, thereby the greater 

variance; while the gray background region do not hardly 

change, thereby the variance is relatively small. Based on 
the characteristic, we can make use of fingerprint local 

variance of fingerprint segmentation, this method is called 

variance 

Here the fingerprint image is partitioned in blocks of 16 x 

16 pixels. Then, each block is assigned to ROI according to 

criterion defined as 
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Where             and              are corresponding standard  

Deviation and mean of each block,             and         are  
 Standard deviation and mean of whole area of fingerprint 

image, respectively. Also,       is a suitable threshold value. 

Then the gray scale variance for each block is calculated as 
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where Var (I) the variance for block k, I(i, j) is the gray-

level value at pixel (i, j), and M(I) is the mean gray-level 

value for the block I. If the variance is less than the global 

threshold, then the block is assigned to be a background 

region; otherwise, it is assigned to be part of the foreground. 

The result of segmentation is shown in Fig.2. 

 

 

 

 

                                                                             

 

 

                                

(a)                       (b)    
 

                                                           

                                                                      

                       

 

 

                                     (c)                            (d) 

 

Fig.2: Segmentation results for mean and variance threshold 

method (a) Original Image (b Normalized Image (c) 

Variance Image (d) Segmented Image 
 

IV PROPOSED METHOD 

 

The quality of fingerprint images captured by fingerprint 

scanner is influenced by many facts, such as dryness and 

wetness of finger, cleanness of scanner and dryness and 

wetness of the weather. In order to clean all the artifacts 

caused by the noise wiener filtering is applied to original 

image as preprocessing, to prepare images for further 

segmentation processing. The filtered image is then 

normalized because normalization improves the entire 

image contrast and not change fingerprint valley quality and 
finally the normalized image is fed to the mean and variance 

segmentation process. 

 

I Image Binarization 

 

The input image (I) is converted to a binary image (Ib).The 

threshold value is obtained using Global image threshold, 

which chooses the threshold to minimize the intraclass 

variance of the threshold black and white pixels. 

 

II Wiener Filtering 
 

The binary image Ib  is subjected to Wiener filtering which 

has the form 

                                                                                 (3) 

 

Where                                 are respectively power spectra of 

the original image and the additive noise, and              is the   

 Blurring filter. It is easy to see that the Wiener filter has 

two separate parts, an inverse filtering part and a noise 

smoothing part. It not only performs the deconvolution by 

inverse filtering (highpass filtering) but also removes the 

noise with a compression operation (lowpass filtering). 
Then Fourier transform of the image is taken and multiplied 

by the transform of the filter function (h). The process 

eliminates low frequency signals in the Fourier domain, 

which is the noise and emphasizes the high frequency 

signals which is the line. The output image is then created 

by taking the inverse Fourier transform of the product. The 
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filter multiplies each pixel in the Fourier image by this filter 

to give the final filtered image (If). The results indicated that 

the Wiener filter not only increases the signal/noise ratio but 

also improves the contrast. 

 

III Normalization 

 
The filtered image (If) is then normalized. Normalization is 

a process that changes the range of pixel intensity values. 

Let, (i, j) denote the gray-level value at pixel (i, j), M and 

Var denote the estimated mean and variance of I, 

respectively, and G(i,j) denote the normalized gray-level 

value at pixel (i, j). The filtered image is then normalized as 

follows: 
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Where M0 and Var0 are the desired mean and variance 

values, respectively 

 

IV Segmentation            

 

The normalized image is then subjected to mean and 

variance segmentation to produce the final output image. 

The result of the proposed segmentation method is shown in 

Fig. 3 

 
                                         

 

 

                                         

 

           (a) Original Image         (b)Wiener filtered Image 

 

                                                                      

 

 

 
 

 

             (c)Normalized image (d) Segmented image 

    

 Fig. 3:Segmentation results for proposed method 

 

V EXPERIMENTAL RESULTS 

 

In this section, we present experimental result to 

demonstrate the performance of the proposed technique. 

The data set used in the experiments is the NIST SD27 dual 

resolution database, which contain rolled fingerprint image 
and tested in FVC 2004 database images. The Experimental 

results of the proposed method are shown in Fig.4. 

 

 

 

 

Sample FVC2004 

Database 

Segmented 

Image 

 

 

 
 

  
 
Fig.4: Experimental results for FVC2004 database   images 

 

VI CONCLUSION 

 

In this paper, our goal is to produce a better segmentation to 

successful extract the boundary lines of the clear ridge area 

for the rolled fingerprint. The proposed method is employed 

as adding a preprocessing step in combination of mean and 

variance based method, to extract the ROI. Applying 

Wiener filtering as preprocessing step greatly improved the 

segmentation results. The experimental results demonstrate 
the effectiveness of the proposed method, concerning the 

extraction of ROI, especially in rolled fingerprint images 

and also robust, reliable and effective in identifying region 

of interest even in very low quality images. 
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Abstract- In This paper, the authors present a positional 

algorithmic approach for alphabetic sort. Results are achieved 

in linear time. Within this approach two embedded algorithms, 

Binary Search and Counting Sort are executed in parallel to 

achieve the goal. In this approach a Pre-Processor or Priority 

Queue is used, which minimizes time complexity. The 

algorithm is linear in speed. Time Complexity of this newly 

proposed algorithm is Θ (n). The interesting feature of this 

algorithm is that the order of alphabets is not change and the 

approach is too much simpler 

Keywords- Algorithm, Priority Queue, Sort, Search, 
Complexity, Analysis. 

 

I. INTRODUCTION 

 

lgorithm is any well-defined computational procedure 

that takes some value, or set of values, as input and 

produces some value, or set of values, as output. An 

algorithm is thus a sequence of computational steps that 

transform the input into the output[1][2]. Algorithm is a tool 

for solving a well-specified computational problem. The 

algorithm describes a specific computational procedure for 

achieving the input/output relationship [1][2][3][9].  
An algorithm is an orderly systematic procedure to solve a 

problem. The term algorithm is derived from the title 

Khowrizmi of ninth-century Persian mathematician Abu 

Musa al-Khowrizmi, who is credited with systematic study 

and development of important algebraic procedures. An 

algorithm is a sequence of unambiguous instructions for 

solving a problem in a finite amount of time.  

A large variety of problems in computer science, 

mathematics and other disciplines depend on the use of 

algorithms for their solutions. The broad categories of 

applications types are: 
i. Searching Algorithms (Linear and non-linear) 

ii. Sorting Algorithms (Elementary and Advanced) 

iii. Strings Processing ( Pattern matching, Parsing, 

Compression, Cryptography) 

iv. Optimization Algorithms (Shortest routes, 

minimum cost) 

v. Geometric Algorithms( Triangulation, Convex 

Hull) 

vi. Image Processing ( Compression, Matching, 

Conversion) 

vii. Data Mining Algorithms( Clustering, Cleansing, 

Rules mining) 
viii. Mathematical Algorithms (Random number 

generator, matrix operations, FFT, etc) 

 

 

 

II. BINARY SEARCH ALGORITHM 

 
Binary Search is an algorithm for locating the position of an 

element in a sorted list by checking the middle, eliminating 

half of the list from consideration, and then performing the 

search on the remaining half. If the middle element is equal 

to the sought value, then the position has been found; 

otherwise, the upper half or lower half is chosen for search 

based on whether the element is greater than or less than the 

middle element. The method reduces the number of 

elements needed to be checked by a factor of two each time, 

and finds the target value, if it exists in logarithmic time. A 

binary search is a divide and conquer search algorithm. 

[1][3][9][4][5]. 
 

Pseudo Code for Binary Search Algorithm 

     BINARY-SEARCH 

i. start = 1; end = n ; 

ii. while ( start < end ) 

iii. { 

iv. middle = ( start + end ) / 2 ; 

v. if s > a middle  then start = middle + 1 ; 

vi. else end = middle – 1 ; 

vii. } 

viii. if ( s == a start ) location  = start ; 
ix. else location = 0; 

 

Time & Space Complexities of Binary Search Algorithm: 

[3][4][5] 

   Worst case performance         =      O (log n) 

Best case performance          =     O (1) 

Average case performance         =      O (log n) 

Worst case space complexity =     O (1) 

 

III. COUNTING SORT ALGORITHM 

 

Counting Sort (sometimes referred to as Ultra Sort or Math 
Sort) is a sorting algorithm, which takes advantage of 

knowing the range of the numbers in the array to be sorted 

(array A). It uses this range to create an array C of this 

length. Each index  i in array C is then used to count how 

many elements in A have the value i; then counts stored in 

C can then be used to put the elements in A into their right 

position in the resulting sorted array. The algorithm was 

created by Harold H. Seward [1][3][6]. 

Pseudo Code for Counting Sort Algorithm: 

COUNTING -SORT (A) 

i. n=length[A] 
ii. for j← 0 to n do  

iii. C[j]← 0 

A 

GJCST Classifications: 

F.2.2, E.5, E.1, F.1.3, 
G.2, H.2, H.3 
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iv. for j ← 1 to n do 

v. k← A[j]  

vi. C[k]← C[k] +1 

vii. for j ← 1 to n do  

viii. C[j]← C[j] + C[j-1] 

ix. for j ← n downto 1 do  

x. i ← A[j]  
xi. k← C[i]  

xii. B[k]← A[j]  

xiii. C[i] ← C[i]-1 

xiv. return B 

 

Time & Space Complexities of Counting Sort: [5][6][1] 

Worst case performance         =   O (n + k) 

Best case performance            =   O (n + k) 

Average case performance     =   O (n + k) 

Worst case space complexity =   Θ (n + k) 

 
IV. PROPOSED ALPHABETIC SORT 

ALGORITHM 

 

The proposed algorithm uses two arrays named as array A 

and array B. Array A is an input array while as Array B is a 

Pre-Processed array or Priority Queue. In the whole process 

two well-known algorithms, Binary Search and Counting 

Sort are used in parallel. The Binary Search algorithm is 

used for searching the corresponding positions while as 

Counting Sort algorithm is used for sorting purposes. 
Steps involved in the proposed alphabetic sort algorithm. 

i. Comparison is made between array A and pre-

processed array B for searching the        

corresponding positions of alphabets in Priority 

Queue B. For this purpose Binary        search 

algorithm is used.  

ii. Substituting the alphabets in array A with 

corresponding positional digits. 

iii. For sorting array A, Counting Sort algorithm is 

used. 

iv. Again fetching corresponding elements of the 
positional digits held in Array A       from Priority 

Queue B. So Binary Search algorithm is used. 

v. Replacing the digits in the array A by the fetched 

elements. 

 

V. GRAPHICAL DEPICTION OF THE 
                       PROPOSED ALGORITHM 

 

 

 

 

 

 

 

Take alphabet from array A, fetch its corresponding 

location/position from Priority Queue B and then replace 
alphabet in array A by this fetched positional digit. 

 

 

 

 

Now sort this array A by using sorting algorithm. The sorted 

array will be as, 

 

 
Now again fetch corresponding elements of these new 

positional digits held in Array A from Priority Queue B. 

Replace the digits in this updated array A by the fetched 

elements. Now the array A will be as,  

 

Sorted alphabets list. 

Here a pre-processor is also introduced, due to which time 

complexity is minimized. 

 

VI. ANALYSIS OF THE  PROPOSED 

                ALGORITHM 

 

For the whole process twice Binary Search algorithm, once 

sorting algorithm and twice substitution is used. 

Time Complexity of the proposed algorithm is, 

T(n) =  Θ (lg n) + Θ (lg n) + Θ (n)  =    Θ (n) 

(Ignoring constant terms & values) 
 

 

 

 

 

 

 

 

The logarithm (lg n) has lower growth rate and exponential 

function nn   has the highest growth rate.  

The symbolic representation of the relationship of functions 

growth rates is,  
 

 

Therefore, Time Complexity of the proposed algorithm is Θ 

(n), Linear Time Complexity. 

 

VII. CONCLUSION 

 

The linear Time Complexity T(n) = Θ (n) is achieved by 

this algorithm. The flavor of this newly proposed algorithm 

is its speed and simplicity. The interesting feature here is 

that the order of alphabets is not changed. 
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Advanced Natural Language Translation System 
 

Johnson Manuel Devadoss 
 

Abstract-   The present invention is an Advanced Natural 

Language Translation System (ANLTS). It discloses a method 

to address the most common variation in the world, which is 

communication gap between people of different ethnicity. 

Typically, communication is said to be successful between two 

people if someone speaks and opponent party can understand. 

In other words, the intended recipient’s brain language area 

can comprehend the speech. The problem of not 

understanding the speech of others is the cause of language 

barriers. Therefore, this invention discloses a method to solve 

the language barrier problem where it is capable of 

interpreting meaning of speech in one language to a language 

native to another – to a language the recipient brain can 

comprehend. 

 Imagine a world where we can communicate with our 

native language to everyone without the need of human 

translators, interpreters, hand-held device, and language 

translation books. In order to facilitate language translation, 

this present invention recognizes the speech, collects the 

language comprehensive information from every recipient’s 

brain language area within the audible range, and sends it to 

voice processing center for analyzing. Then, it translates the 

collected speech to intended recipient(s) native language by 

using more than 6,700 language dictionaries database. The 

translated language is retransmitted in audible frequency to 

the language area of each recipient(s) brain. 

 
I. FIELD OF THE INVENTION 

 

he present invention relates generally to a speech 

translating method, and more particularly, to 

automatically translate speech from one language to a 

language native to another which is understandable by the 

language (Wernicke/Broca) area of intended recipients‘ 

brain. 

 
II. BACKGROUND OF THE INVENTION 

 

Languages are humankind‘s principle tools for interacting 

expressing ideas, emotions, knowledge, memories, and 

values. Languages are also primary vehicles of cultural 

expressions and intangible cultural heritage, essential to the 

identity of individuals and groups. Safeguarding endangered 

languages is a crucial task in maintaining cultural diversity 

worldwide. According to researchers, more than 6,700 
languages are spoken in 228 countries. For example, in 

India more than 250 languages are used for speech. People 

like to speak in their native language and prefer to 

communicate with others in their native language. This 

makes it difficult for people to travel to foreign states or 

countries as they need to learn the foreign language. 

In field of entertainment, if someone wants to watch a 

foreign movie / performance, they experience problems in  

 

 

clearly understanding the event. Obviously, many electronic 

translator equipments are available in the world, but it only 

supports popularly spoken languages. 

Language barriers and misunderstandings can get in the way 

of effective communication and create complications in the 

workplace, including problems with safety. A recent 

Business Journal article on the rising number of foreign 
national workers in Charlotte-Mecklenburg's construction 

industry pointed out - those workers who speak little or no 

English are at much greater risk of having an accident on 

the job because of not having a full grasp of safety 

standards. 

Approximately 22% of the Sheraton Corporation's 

workforce is Hispanic, primarily Mexicans. Language is the 

main barrier here. To help its employers deal with the 

language challenge, the company has bilingual employees 

to serve as translators and mentors. In addition, all printed 

material is provided in both the essential languages Spanish 

and English. Another example is Woonsocket Spinning 
Company - Woonsocket is one of the few remaining woolen 

mills in the United States. 70% of their employees are 

foreign-born. Overcoming language barriers is the greatest 

challenge for both workers and the employer. To help with 

this, the company hires interpreters or has other employees 

who speak the language help the non-English speaking 

employees, particularly during orientation and training. 

Studies like this suggest companies spend a lot of time and 

effort to overcome language barriers among employees. 

Patients from under developing countries seeking medical 

care always need to be accompanied with human translators 
to explain their medical problems and to understand 

physician‘s advice. Results from a survey of leading 

physician organizations, medical groups and other health 

care associations in California suggest that nearly half 

(48%) of the 293 respondents knew of an instance in which 

a patient's limited English proficiency impacted his or her 

quality of care. The three biggest complaints were difficulty 

of history talking, wrong diagnosis, and a general frustration 

with the lack of nuance in physician-patient communication 

with patients who have Limited English Proficiency (LEP). 

In the ever-growing IT industry, people from various 
nationalities collaborate in meetings and conferences. Due 

to language barrier, they cannot communicate freely 

resulting in business people investing lot of time and money 

learning new languages. 

Even in marketing, due to language as barrier quality retail 

and consumer product owners struggle to market their 

products on international market. 

There are number of language translation systems available 

in the world designed and developed to translate an inputted 

language to another language. All these methods/systems 

require a device to capture the voice and deliver. Such 

T 

GJCST Classifications: 

I.2.7, I.2.1, H.5.2, D.2.2, H.1.2, I.3.6 
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systems are known in the prior patents as disclosed in U.S. 

Pat. No 4,882,681 to Brotz et al for Remote Language 

Translating Device. This prior patent disposes the 

translation of conversation between the users by 

transmitting/receiving speech using external hardware 

device. However, people would not prefer to carry or even 

remember to carry the hardware device all the time. Also 
the disadvantage of such system is that it can be used to 

convert only a certain number of languages which are pre-

programmed on the device. 
U.S Patent. No 6,161,082 to Goldberg et al for Network 

based language translation system performs a similar task. It 

disposes a network based language translation system - has 

a translation software installed on the network. It proves 

that software over network can do speech translation, but 

user still has to set their language preferences. More than 

67% of world‘s population do not or have limited computer 

knowledge, so they cannot set their language preferences 
and operate high-tech gadgets. Another recent patent is US 

Pat. No US 2009/0157410 to Donohoe et al for speech 

translating system. This recent patent discloses a system for 

translating speech from one language to a language selected 

from a set of languages. It can be applicable only for limited 

amount of users but more than 6,700 languages are being 

used by people to express their thoughts around the world. 

Another patent is U.S. Pat. No. 4,641,264 to Nitta et al for a 

Method of Automatic Translation between Natural 

Languages - this discloses a system for the translation of 

entire sentences. Then again it also requires an input and 

output device to capture and deliver the speech. It is not 
capable to determine the recipients‘ understandable 

language. We have to manually set the targeted language or 

select from pre-defined languages (as target) in the device. 

Therefore to overcome all the above language barriers, there 

is a need for a system to perform automatic translation of 

speech wherein when one speaks in a native language others 

are able to comprehend in their own native languages 

without interpreters, hand-held device and language 

translation books. 

 

III. SUMMARY OF THE INVENTION  

 

Speech translation is converting to a language that the 

language area of recipient human brain can understand. 

Recipient(s) may not be able to comprehend the speech 

because their brain language area is not tuned to understand 

the spoken language. In medical terms, it is called 

―Wernicke‘s Aphasia‖. 

The language area of human brain is called ―Wernicke‖ 

which is nothing but a neuron in human brain capable to 

interpret words that we hear or read. Wernicke then relays 

this information via a dense bundle of fibers to Broca‘s area 
that generates words that we speak in response. 

Wernicke/Broca together has all the language 

comprehensive information needed for understanding 

speech.  

This invention disposes a process where humans are not 

going be aware a translation is happening in the 

background. They will be able to speak their own native 

language but others surrounding them can automatically 

understand the speech in their own native language. This 

system therefore bridges all communication gaps among 

people. 

The main object of the present invention is to provide an 

Advanced Natural Language Translation System that is 

capable of providing a translation of speech in one language 
to a language native to another which is understandable by 

the language (Wernicke‘s/Broca‘s) area of the recipients‘ 

brain. The present invention thereby replaces interpreters, 

hand-held device and language translation books. 

The present Advanced Natural Language Translation 

System (ANLTS) invention has two main logical processing 

units – the Intelligent Natural Language Program (INLP) 

and the Voice Processing Center. The human ear can hear 

frequencies at ~70 decibels. When we talk our thoughts are 

converted into voice signals and transmitted into the 

surrounding regions. This system employs a data 
broadcasting technique to broadcast the Intelligent Natural 

Language Program (INLP) over a wide area using radio 

waves. 

The Intelligent Natural Language Program (INLP) is like a 

Pico-planner program on the network that looks for human 

voice signals. It further comprises of an Intelligent Speech 

Recognition Algorithm and the Language Area Acquisition 

Algorithm. The Intelligent Speech Recognition Algorithm 

provides phoneme-level sequence to the parser where each 

has a probability of being correct. The Language Area 

Acquisition Algorithm collects information from the 

language area of the human brain and transmits it to Voice 
Processing Center. Radio waves are used to transfer signals 

to and from the Voice Processing Center. 

Voice Processing Center receives the signals having 

language comprehensive information and several 

competitive phoneme or word hypotheses each of which are 

assigned the probability of being correct. Voice Processing 

Center operates using a Language Area Inference Engine. 

The Language Area Inference Engine is an artificial 

intelligence program that tries to derive native language 

information from a knowledge base. Language Area 

Inference Engine is considered to be a special case of 
reasoning engines, capable of employing both induction and 

deduction methods of reasoning. 

This invention facilitates tourism. People are now free to 

travel to any corner of the world. They do not have to carry 

any hand-held devices. This invention facilitates people to 

enjoy foreign movie/performances without need of friends 

as human translators or sophisticated translation devices. 

Patients can be provided with the right care that they 

require. This invention also eliminates all 

miscommunications and reduces death totality in industries. 

Employers can hire people from any ethnicity, as language 
will no longer be a barrier. 

This invention also facilitates businesspersons from any 

country to expose their quality products worldwide within a 

less budget. Everyone can continue to effectively 

communicate in their own native language in meetings and 

conferences while employers can save money on language 

translation books. 
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All these put together with other aspects of the present 

invention, along with the various features that describe the 

present invention, especially those pointed out in the claims 

section form a part of the present invention. To gain more 

knowledge of the present invention understanding of the 

drawings attached and the detailed description is highly 

essential. 
 

IV. BRIEF DESCRIPTION OF THE DRAWINGS 

 

Fig 1.a illustrates two people of the system speaking in their 

native language using Advanced Natural language 

Translation System. 

Fig 1.b illustrates a group of five people of the system 

exchanging conversation in their native language using 

Advanced Natural Language Translation System. 

Fig 1.c illustrates a group of business people of the system 

exchanging their business conversation in their native 
language using Advanced Natural Language Translation 

System 

Fig 1.d illustrates representative of the system addressing a 

crowd in his native language using Advanced Natural 

Language Translation System. 

Fig 2 illustrates the detailed operation of this invention. 

Fig.3 is a partially schematic, isometric illustration of a 

human brain illustrating areas associated with language 

comprehension 

Fig 4 illustrates a processing flow of this invention 

 

V. DETAILED DESCRIPTION OF  

       THE INVENTION 

 

Reference will now be made in detail to the preferred 

embodiments of the present invention, examples of which 

are illustrated in the accompanying drawings, wherein like 
reference numerals refer to like elements throughout. 

Communication is said to be effective between two people, 

if one speaks and opponent party can understand. In other 

words, the intended recipients‘ brain language area can 

comprehend the words/sentence/speech. The present 

invention does that –interpreting meaning of word(s) in a 

language understandable by Wernicke‘s of intended 

recipient brain. 

In human beings, the left hemisphere usually contains the 

specialized language areas. While this holds true for 97% of 

right-handed people, about 19% of left-handed people have 
their language areas in the right hemisphere and as many as 

68% of them have some language abilities in both the left 

and the right hemisphere. Both the two hemispheres are 

thought to contribute to the processing and understanding of 

language: the left hemisphere processes the linguistic of 

prosody, while the right hemisphere processes the emotions 

conveyed by prosody. 

Fig. 3 is an isometric, left side view of the brain 300. The 

targeted language areas of the brain 300 can include Broca's 

area 308 and/or Wernicke's area 310. Sections of the brain 

300 anterior to, posterior to, or between these areas can be 

targeted in addition to Broca's area 308 and Wernicke's area 
310. For example, the targeted areas can include the middle 

frontal gyrus 302, the inferior frontal gyrus 304, and/or the 

inferior frontal lobe 306 anterior to Broca's area 308. The 

other areas targeted for stimulation can include the superior 

temporal lobe 314, the superior temporal gyrus 316, and/or 

the association fibers of the arcuate fasciculus 312, the 

inferior parietal lobe 318 and/or other structures, including 

the supramarginal gyrus, angular gyrus, retrosplenial cortex 
and/or the retrosplenial cuneus of the brain 300. 

There are four distinct cortical language-related areas in the 

left hemisphere. These are: (1) a lateral and ventral temporal 

lobe region that includes superior temporal sulcus(STS) 

316, middle temporal gyrus (MTG), parts of the inferior 

temporal gyrus (ITG) and fusiform and parahippocampal 

gyri; (2) a prefrontal region that included much of the 

inferior and superior frontal gyri, rostral and caudal aspects 

of the middle frontal gyrus, and a portion of the anterior 

cingulate; (3) angular gyrus; and (4) a perisplenial region 

including posterior cingulate, ventromedial precuneus, and 
cingulate isthmus. These regions were clearly distinct from 

auditory, premotor, supplementary motor area (SMA), and 

supramarginal gyrus areas that had been bilaterally activated 

by the tone task. The other large region activated by the 

semantic task is the right posterior cerebellum. 

The first language area within the left hemisphere is called 

Broca‘s area 308. The Broca‘s area 308 doesn't just handle 

getting language out in a motor sense it is more generally 

involved in the ability to deal with grammar itself, at least 

the more complex aspects of grammar. The second language 

area is called Wernicke‘s area 310. Wernicke‘s Aphasia is 

not only about speech comprehension People with 
Wernicke‘s Aphasia also having difficulty in naming things. 

They often respond with words that sound similar, or the 

names of related things, as if they are having a very hard 

time with their mental "dictionaries." For example, hearing 

the difference between ―bad‖ and ―bed‖ is easy for native 

English speakers. The Dutch language however, makes no 

difference between these vowels, and therefore the Dutch 

have difficulties hearing the difference between them. This 

problem is exactly what patients with Wernicke‘s aphasia 

have in their own language: they can't isolate significant 

sound characteristics and classify them into known 
meaningful systems. 

By analyzing data from numerous brain-imaging 

experiments, researchers have now distinguished three sub-

areas within Wernicke‘s area 310. The first sub-area 

responds to spoken words (including the individual‘s own) 

and other sounds. The second sub-area responds only to 

words spoken by someone else but is also activated when 

the individual recalls a list of words. The third sub-area is 

more closely associated with producing speech than with 

perceiving it. All of these findings are still compatible, 

however, the general role of Wernicke‘s area 310, relates to 

the representation of phonetic sequences, regardless of 
whether the individual hears them, generates them, or 

recalls them from memory. 

Fig.1 illustrates the broad structure of this present invention. 

Fig.1.a shows a woman 102 saying her name in her native 

language French—―‖ 106. The present invention employs a 

data broadcasting technique to broadcast the Intelligent 
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Natural Language Program (INLP) 110 over a wide area 

using radio waves. Intelligent Natural Language Program 

110 is a Pico-program which is advanced version of natural 

language processing programs i.e., ELIZA, SHRDLU, 

A.L.I.C.E, written in special kind of Pico-Planner 

programming language. The Intelligent Natural Language 

Program 110 has two Algorithms: - Intelligent Speech 
Recognition Algorithm 112 and Language Area Acquisition 

Algorithm 114. Intelligent Speech Recognition Algorithm 

112 captures and improves the recognition rate of the 

spoken dialog in three ways. First, generate phoneme 

sequence from recognized voice pitches. This phoneme 

sequence contains substitution, insertion, and deletion of 

phonemes, as compared to a correct transcription, which 

contains only expected phonemes. Second, activate a 

hypothesis as to the correct phoneme sequence from noisy 

phoneme sequence by filtering out false first choices of the 

hypotheses and selecting grammatically and semantically 
plausible best hypotheses. Third, provide a phoneme and 

word hypotheses to the parser which consist of several 

competitive phoneme or word hypotheses each of which are 

assigned the probability of being correct. The Intelligent 

Speech Recognition Algorithm captures the spoken 

sentence of woman —―‖ 106 and provides phoneme-level 

sequence i.e., phoneme and word hypotheses. 

Intelligent Natural Language Program 110 initiates the 

Language Area Acquisition Algorithm 114 to gather the 

language comprehensive information from the single 

listener man 104 who is in the audible range of the woman‘s 

102 voice. The Language Area Acquisition Algorithm 114 
is capable of collecting the language area comprehensive 

information like Language Comprehension, Semantic 

Processing, Language Recognition, and Language 

Interpretation from Wernicke‘s area 310 and Broca‘s area 

308. It will collect the information from Wernicke‘s area 

310 of single listener man‘s brain namely Superior 

Temporal Sulcus and Middle Temporal Gyrus, Inferior 

Temporal Gyrus, Fusiform Gyrus, Angular Gyrus, Inferior 

Frontal Gyrus, Rostral and Caudal Middle Frontal Gyrus, 

Superior Frontal Gyrus, Anterior Cingulate, and Perisplenial 

Cortex/Precuneus. The language comprehensive, phonemes 
and word hypotheses are collected and sent to Voice 

Processing Center over datacasting network. 

In Fig.2 Voice Processing Center 210 receives the signals 

having language comprehensive information and phoneme-

level sequence -- each of which is assigned the probability 

of being correct. The language comprehensive information 

is compared with cache database. In Fig.4 Cache database 

408 is a collection of native language data. Retrieval of 

original native language is expensive owing to longer access 

time; the cache is a cost effective way to store the original 

native language or other computed languages. It acts like a 
temporary storage area where frequently accessed native 

language data can be stored for rapid access. Once the data 

is stored in the cache, it can be used in the future by 

accessing the cached copy rather than re-fetching or re-

computing the original native language data. Cache 

database 408 is thus an effective approach to achieve high 

scalability and performance. 

Voice Processing Center 210 is operated by a Language 

Area Inference Engine 412, which includes a knowledge 

base of all possible language area information. An artificial 

intelligence program tries to derive native language 

information from a knowledge base for woman‘s 104 and 

man‘s 102-language comprehensive information. It tries to 

derive reasoning from the knowledge base. The separation 
of Language Area Inference Engine 412 as a distinct 

software component stems from the typical speech 

translating system architecture. This architecture relies on a 

data store, or working memory, serving as a global database 

representing facts or assertions about the Wernicke's 310 

and Broca's 308 areas of human brain; on a set of rules 

which constitute the program, stored in a rule memory of 

production memory; and on an inference engine, required to 

execute the language comprehensive rules. The Language 

Area Inference Engine 412 must determine which language 

comprehensive rules are relevant to a given language 
comprehensive data store configuration and choose which 

one(s) to apply. This control strategy is used to select native 

languages. 

The Language Area Inference Engine 412(In Fig 4) can be 

described as a form of finite state machine with a cycle 

consisting of three action states: match, select, and execute 

language comprehensive rules. 

In the first state, match language comprehensive rules, the 

Language Area Inference Engine 412(In Fig 4) finds all of 

the language comprehensive rules that are satisfied by the 

current contents of the data store. When language 

comprehensive rules are in the typical condition-action 
form, the next step is to test the conditions against the 

working memory. The language comprehensive rule 

matching are all candidates for execution: they are 

collectively referred to as the conflict set. Note that the 

same language comprehensive rule may appear several 

times in the conflict set if it matches different subsets of 

data items. The pair of a language comprehensive rule and a 

subset of matching data items are called an instantiation of 

the language comprehensive rule. 

The Language Area Inference Engine 412 (In Fig 4) then 

passes along the conflict set to the second state, select 
language comprehensive rules. In this state, the Language 

Area Inference Engine 412 (In Fig 4) applies LEX strategy 

to determine which language comprehensive rules will 

actually be executed. The selection strategy can be hard-

coded into the engine or may be specified as part of the 

model. The LEX strategy orders instantiations based on 

recency of the time tags attached to their language 

comprehensive data items. Instantiations with language 

comprehensive data items having recently matched 

language comprehensive rules in previous cycles are 

considered with higher priority. Within this ordering, 
instantiations are further sorted on the complexity of the 

conditions in the rule. 

Finally, the selected language comprehensive instantiations 

are passed over to the third state, execute language 

comprehensive rules. The Language Area Inference Engine 

412 (In Fig 4) executes or fires the selected language 

comprehensive rules, with the language comprehensive 
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instantiation's data items as parameters. Usually the actions 

in the right-hand side of a language comprehensive rule 

change the data store, but they may also trigger further 

processing outside of the Language Area Inference Engine 

412(In Fig 4). Since the data store is usually updated by 

firing rules, a different set of rules will match during the 

next cycle after these actions are performed. The Language 
Area Inference Engine 412 then cycle back to the first state 

and are ready to start over again and it stops either on a 

quiescent state of the data store when no rules match the 

data. 

The selected native languages are then compared 414 (In 

Fig 4) with the source native language. If both native 

language information are same then translation will not take 

place otherwise a translation will take place. The accurate 

translation of input speech is done by sophisticated parsing 

420 (In Fig 4) and generation 422(In Fig 4). The translation 

module has parsing 420(In Fig 4) and generation 422(In Fig 
4) which is capable of interpreting the woman‘s 102 spoken 

dialog. The parsing 420 (In Fig 4) module performs the 

process of prediction including complete semantic 

interpretations, constraint checks, and ambiguity resolution 

and discourse interpretations. This system uses the fuse 

constraint-based and case-based approaches to perform 

syntactic/semantic and discourse interpretations. The parser 

420 (In Fig 4) handles multiple hypotheses in parallel rather 

than a single word sequence. 

A generation 422 (In Fig 4) module is designed to generate 

the appropriate spoken sentences with correct articulation 

control. It generates the appropriate spoken sentences using 
language dictionaries knowledge base. The Language 

Dictionaries Knowledge Base 424 (In Fig 4) is used for 

keeping track of more than 6,700 language discourse and 

world knowledge established during the conversation, and is 

continuously up-dated during processing. Thus, the 

appropriate sentence has been generated for woman‘s 

spoken sentence to man‘s 104 (In Fig 1.a) native language –  

― ‖ 108 (In Fig 1.a) where man‘s brain 
language area (i.e., Wernicke‘s 310/Broca‘s 308 area) can 

comprehended. 

This system performs real-time translations, which is far 

better performance than text-based machine translation 

systems. Unlike traditional methods of machine translation 

in which a generation 422 (In Fig 4) process is invoked after 
parsing 420 is completed; this system concurrently executes 

the generation 422 (In Fig 4) process during parsing 420 (In 

Fig 4). It employs a parallel incremental generation scheme, 

where the generation process and the parsing process run 

almost concurrently. This enables the system to generate a 

part of the woman‘s 102 (In Fig 1.a) vocal expression 

during the parsing of the rest of the woman‘s 102 (In Fig 

1.a) vocal expression. Thus this system stimulates a live 

feeling – where one speaks and instantaneously the listeners 

can comprehend the speech in their native languages. 

 
The advanced natural language system also handles two-

way conversations. This system provides the bi-directional 

translation with an ability to understand interaction at the 

discourse knowledge level, predict possible next vocal 

expression, understand what particular pronouns refer to, 

and provides high-level constraints for the generation of 

contextually appropriate sentences involving various 

context-dependent phenomena. 

Fig.1.b illustrates the conversation between friends who are 

all foreign-language speaking people. Vietnamese speaking 

person is saying ―This food is delicious‖ in his native 
language such as                                       116, this sentence 

is comprehended as                                            118 by the 

Cantalan speaking person, as                                          120 

by Finnish speaking person, and as                              122 by 

Hebrew speaking person and also as‖                             ―124 

by English speaking person. The Finnish speaking person 

acknowledges back to them in his native as‖ 

 126. Others comprehend the Finnish 
sentence as”                        ”  128,  

130, ―                          132 respectively using Advanced 

Native Language Translation System. 

Similarly, Fig.1.c illustrates a business conversation. A boss 

134 is asking ― 

136 to his subordinates. His subordinates are a Chinese 
woman 138, Bulgarian man 140, and Danish woman 142. 

The boss‘s 134 spoken dialog is comprehended as ― 

‖ 144 by Chinese 

speaking woman, as 

―                                                                                                 

146 by Bulgarian speaking man, and as  

―                                                                                                     

148 Danish-speaking women using Advanced Native 
Language Translation System. 

Fig.1.d illustrates the spokesman 150 is giving a speech in 

his native language Spanish as  

 
152 to a crowd. There are Slovenian, Korean, Hindi, 

Hungarian, and Portuguese speaking people in the crowd. 

So, the spokesman‘s Spanish speech is automatically 
comprehended by Slovenian speaking person as  

                                                                                       154, 

by Korean speaking person as ―                                     156, 

by Hindi speaking person as   

                                                                                     158, by 

Hungarian speaking person as ―  

                                                                 160, and by  

Portuguese speaking person as ― 

 

162 using Advanced Native Language Translation System. 

As described above, the present invention discloses a 
system for translating a speech in one language to a 

language native to the intended recipient(s). Accordingly, 

the present invention discloses a system of comprehending 

native languages without the use of any hand-held 

translators. This invention employs a system where there 

will no longer be a need to learn new language. Effective 

communication is now feasible between people speaking 

different languages. This system explores the capabilities of 

the human brain, utilizes the language information of the 

brain, and performs the automatic translation in the 

background. It should be noted that with all the reading of 
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language area of the human brain - the human brain will not 

be affected or caused any harm during this process. 

   The foregoing descriptions of specific embodiments of the 

present invention have been presented for purposes of 

illustration and description. They are not intended to be 

exhaustive or to limit the present invention to the precise 

forms disclosed, and obviously many modifications and 
variations are possible in light of the above teaching. The 

embodiments were chosen and described in order to best 

explain the principles of the present invention and its 

practical application. Although the present invention has 

been described with reference to particular embodiments, it 

will be apparent to those skilled in the art that variations and 

modifications can be substituted without departing from the 

principles and spirit of the invention.  

 

  What is claimed is:  

i. The Advanced Natural Language Translation 
System is an intelligent method to translate native 

language spoken from one person into a language 

that is understood by language area of listener‘s 

brain without use of any intermediate device.  

ii. The Advanced Natural Language Translation 

System of claim 1 comprises of an Intelligent 

Natural Language Program and a Voice Processing 

Center.  

iii. The Intelligent Natural Language Algorithm of 

claim 2 is capable of recognizing and capturing the 

voice spoken by a person and collecting language 

comprehensive information from the language area 
of the intended recipient‘s brain.  

iv. The Intelligent Natural Language Algorithm of 

claim 2 further comprises of Intelligent Speech 

Recognition Algorithm and Language Area 

Acquisition Algorithm  

v. The Intelligent Speech Recognition Algorithm of 

claim 4 is an intelligent algorithm that recognizes 

human voice spoken in a native language digitizes 

the voice into signals, transports the digital signal 

to Voice Processing Center for further processing.  

vi. The Intelligent Speech Recognition Algorithm of 
claim 4 is also capable of synthesizing the human 

voice eliminating noise and transmitting only the 

required voice signals  

vii. The Language Area Acquisition Algorithm of 

claim 4 is capable of scanning the language area of 

the human brain (Wernicke‘s and Broca‘s areas) 

and collects the language associated data like 

Language Comprehension, Semantic Processing, 

Language Recognition, and Language 

Interpretation.  

viii. The Language Area Acquisition Algorithm of 
claim 4 is capable of relaying language 

comprehensive details for all people in the audible 

range of the source human voice.  

ix. The Language Area Acquisition Algorithm of 

claim 4, wherein the information collected is later 

used for understanding the languages understood 

by all humans in the audible range.  

x. The Voice Processing Center of claim 2 is capable 

of identifying the native language from received 

language comprehensive information and 

translating voice signals into other languages 

which is native to intended recipient(s)  

xi. The Voice Processing Center of claim 2 further 

comprises of Language Area Inference Engine, 
Language Dictionaries Knowledge Base.  

xii. The Language Area Inference Engine of claim 11, 

is an exhaustive, comprehensive, obsessively 

massive list of samples of language area 

information called a knowledge base. This 

information is collected from experimental data of 

brain‘s language areas (Wernicke‘s, Broca‘s) and 

information from neurologists.  

xiii. The Language Area Inference Engine of claim 11, 

is an artificial intelligence program that tries to 

derive native language information from a 
knowledge base.  

xiv. The Language Area Inference Engine of claim 11, 

wherein performs matching, selecting and 

executing possible set of language comprehensive 

rules and arrives with the native language for the 

listener(s).The Language Dictionaries Knowledge 

Base of claim 11, is also an exhaustive, 

comprehensive, obsessively massive dictionaries of 

all words from each of the 6,700 languages spoken 

around the world. This database is used for 

translating the spoken word to any of the other 

6,700 languages.  
xv. The Language Area Inference Engine of claim 11, 

is capable of parsing, generating and synthesizing 

the final translated voice using the Language 

Dictionaries Knowledge Base of claim 11.  

xvi. The Advanced Natural Language Translation 

System of claim 1 must at least comprise of the:  

 System having an Input human voice spoken in a 

native language  

 System having a listener individual or a group of 

individuals unable to understand the native 

language.  
xvii. The Language Area Acquisition 

Algorithm of claim 4 wherein during the scanning 

process for language information the human brain 

is not affected/harmed in any way.  
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   Abstract- Dynamic Source Routing (DSR) algorithm is 

simple and best suited for high mobility nodes in wireless ad 

hoc networks. Due to high mobility in ad-hoc network, route 

may not exit for long time. Hence, DSR algorithm finds an 

alternative route when the existing communicating route goes 

down. It becomes a time consuming process if the 

communicating route fails frequently. In order to avoid this, 

we propose a modification to the existing DSR protocol. In this 

paper, we add a link breakage prediction algorithm to the 

Dynamic Source Routing (DSR) protocol. The mobile node 

uses signal power strength from the received packets to predict 

the link breakage time, and sends a warning to the source node 

of the packet if the link is soon-to-be-broken. The source node 

can perform a pro-active route rebuild to avoid disconnection. 

Intermediate nodes in the route continuously monitor the 

signal strength at the time of communication, based on a 

predefined threshold signal value. Intermediate node sends a 

message to the source node that the route is likely to be 

disconnected, if signal strength falls below the threshold value. 

If source receive this message it starts using backup route and 

if back route also fails then it finds alternative route. The 

backup route will minimize the time consuming process of 

finding an alternative route to some extent. Experiments 

demonstrate that adding link breakage prediction to DSR can 

significantly reduce the total number of dropped data packets 

(by at least 25%). Simulation results shows  the probability of 

the communication breakage decreases when parallel routes 

are used and comparisons between DSR and Modified 

DSR(Preemptive Version) with respective to no of broken 

paths and routing overhead. 

  KeyWords-Ad-Hoc Networks, Preemptive, Dynamic 
Source Routing, Proactive, age of path. 

 
I. INTRODUCTION 

 

here are currently two variations of mobile wireless 

networks. The    first is known as infrastructure 
network. The bridges for these networks are known as base 

stations.                
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A mobile unit within these networks    connects to and 

communicates with, the nearest base station that is within its 

communication radius. As the mobile unit travels out of 

range of one base station into the range of another, a 

"handoff" occurs    from the old base station to the new, 

allowing the mobile to be able    to continue communication 

seamlessly throughout the network. Typical    applications 

of this type of network include office wireless local area 

networks (WLANs).   The second type of mobile wireless 

network is the mobile ad-hoc network or MANET. Unlike 
infrastructure network, this type of network needs no base 

station. Mobile nodes communicate to each other by 

either directly or through intermediate nodes. Ad-hoc 

network becomes popular since it can be applied in many 

situations, such as emergency search-and-rescue operations, 

classroom, meetings or conference and many more. To 

facilitate communication within the network, routing 

protocols used to discover routes between nodes. Building a 

MANET routing protocol is not an easy job, since efficiency 

and correctness becomes the main concern. Some approach 

had been proposed to make routing protocol becomes 

efficient and correct. Routing protocols in MANET, 
generally, can be categorized as table-driven and on-

demand. In table-driven (also called proactive protocol), like 

in most routing protocol for wired network, each node is 

required to maintain routing table keep    updated whether 

there is or not a request for routes. In on-demand (also 

called as reactive protocol), each node seeks for routes only 

when there is need to do so. [1]  

 

II. DYNAMIC SOURCE ROUTING 

 

The Dynamic Source Routing (DSR) protocol is a simple 
and efficient routing protocol designed specifically for use 

in multi-hop wireless ad hoc networks of mobile nodes. It is 

based on the concept of source routing, a routing technique 

in which the sender of the packet determines the complete 

sequence of the nodes through which to forward the packet. 

The sender explicitly lists this route in the packet‘s header, 

identifying each forwarding ―hop‖ by the address of the next 

node to which to transmit the packet on its way to the 

destination host.  

The DSR protocol consists of two mechanisms: Route 

Discovery and Route Maintenance. When a mobile node 

wants to send a packet to some destination, it first checks its 
route cache to determine whether it already has a route to 

the destination. If it has one, it will use this route to send the 

packet. Otherwise, it will initiate route discovery by 

T 
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broadcasting a route request packet. When receiving a 

request packet, a node appends its own address to the route 

record in the route request packet if it did not receive this 

request message before, and re-broadcasts the query to its 

neighbors. Alternatively, it will send a reply packet to the 

source without propagating the query packet further if it can 

complete the query from its route cache. Furthermore, any 
node participating in route discovery can learn routes from 

passing packets and gather this routing information into its 

route cache.  

When sending or forwarding a packet to a destination, Route 

Maintenance is used to detect if the network topology has 

changed such that the link used by this packet is broken. 

Each node along the route, when transmitting the packet to 

the next hop, is responsible for detecting if its link to the 

next hop has broken. When the retransmission and 

acknowledgement mechanism detects that the link is broken, 

the detecting node returns a Route Error packet to the source 
of the packet. The node will then search its route cache to 

find if there is an alternative route to the destination of this 

packet. If there is one, the node will change the source route 

in the packet header and send it using this new route. This 

mechanism is called ―salvaging‖ a packet. When a Route 

Error packet is received or overheard, the link in error is 

removed from the local route cache, and all routes which 

contain this hop must be truncated at that point. The source 

can then attempt to use any other route to the destination 

that is already in its route cache, or can invoke Route 

Discovery again to find a new route.[4][9] 

 

 

 
 

 

 

 

 

 

 

 

 

                  Fig: 1 DSR Route Request 

 

 
 

 

 

 

 

 

 

 

 

 

 
                    Fig:2 DSR Route Reply 

 

 

III. PROACTIVE ROUTE MAINTENANCE 

 

We assume that all nodes wishing to communicate with 

other nodes within the ad hoc network are willing to 

participate fully in the protocols of the network. Each node 

participating in the network should also be willing to 

forward packets for other nodes in the network. We refer to 
the minimum number of hops necessary for a packet to 

reach from source to destination. We assume that he 

diameter of an ad-hoc network will be small(5 to 10 hops), 

but greater than 1. Packets may be lost or corrupted in 

transmission on the ad-hoc wireless network. A node 

receiving a corrupted packet can detect the error and discard 

the packet. 

The GPS and signal strength methods both use physically 

measured parameters to predict the link status. The node 

with GPS can know the position of itself directly. But GPS 

currently is not a standard component of mobile devices, 
and in the metropolitan area and indoor, the signal can be 

too weak to be received. The signal strength method only 

consumes receiving node‘s computing power, and does not 

depend on any additional device. It is used in this paper. At 

first we assume that the sender power level is constant. 

Received signal power samples are measured from packets 

received from the sender. From this information it is 

possible to compute the rate of change for a particular 

neighbor‘s signal power level. Because the signal power 

threshold for the wireless network interface is fixed, the 

time when the power level drops below the acceptable value 

can be computed.[7] Characteristics of PRM include: 
Freshness. All nodes near an active route have the up-to-

date routing information. Broken paths are  eliminated, new 

paths recognized, and non-optimal paths replaced by 

optimal ones. 

Robustness. An active node that is forwarding data packets 

usually maintains several fresh alternative paths. After one 

path fails, the data packet is usually forwarded via another 

path without causing packet loss or extra delay. PRM will 

resort to a route discovery operation only after all alternative 

paths have failed. 

Lightweight maintenance. Unlike in existing proactive 
routing protocols, the route maintenance is confined to those 

small areas surrounding active routes, where control packets 

make only a small portion of data  transmission. As the 

lifetime of a route is lengthened, the overhead of the 

proactive route maintenance can be compensated by the less 

frequent route discovery operations.[10] 

The proposed Concept is illustrated using the following 

example. 

   

 

 
 

 

 

 

 

 

                                Fig. 3 
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When a source node S want to send message to the 

destination node D, it initiates route discovery by 

broadcasting the RREQ packet to its neighbors (A, E, F) as 

shown in Fig 3. The intermediate nodes (A, E, F) on receive 

the RREQ packet rebroadcast the packet to its neighbors by 

appending its id in the route record of the RREQ packet. 

Similarly, other intermediate nodes also forward the RREQ 
packet to the destination. When the destination node D 

receives two or more RREQ packets from the same source 

through different routes, it finds the two best routes based on 

the no of hopes. The route, which has least number of hopes. 

The route which has least number of hops it becomes 

primary<S, F, G>, and second least number of hops route 

becomes backup route<S, A, B, C>. The destination node D 

sends Route Reply (RREP) packet using the Primary (<S, F, 

G>) and Backup(<S, A, B, C>) route as shown in the 

following Fig.  Each RREP packet contains the Primary as 

well as the Backup route information. When source node S 
receives first RREP packet form destination, it treats this is 

the primary route and wireless communication is more error 

prone compared to wired network. To improve the reliability 

we are sending route reply (primary + backup routes 

information) through the primary and the secondary route. If 

any one packet gets corrupted at the time of transmission, 

source must be able to use the other packet.[6] 

 

                

 

 

 

 

 

 
Primary Route           {<S.F.G> + {<S.A.B.C>}} 

Backup Route                 {<S.A.B.C>+{<S.F.G>}} 

The communication between the source node S and 

destination node D commence using the primary path<S, F, 

G>. During communication, the node F starts moving away 

from S. When the signal strength of node F falls below 

threshold T, it sends a warning message ―Path likely to be 

disconnect‖ to source node S. As soon as S receives the 

warning message, it starts using the Backup route along with 

primary route. Whenever destination node receives the data 

packets from the source node through two different paths 
(Primary + Backup), it sends acknowledgement through 

both the paths. If source node S receives an 

acknowledgement from the destination node through the 

Backup route, it makes preemptive switch over to the 

Backup route; otherwise S initiates the route discovery 

process. 

                                                            

      

 

 

 

 
 

 

A. Generating the Warning Message based on the 

Signal Strength 

Let us consider the following scenario while using the 

Backup route.  

Case 1: 

Node C is moving toward node G, as shown in Fig 4 

 

 

 

 

 

 

 

 
 

As node C is moving towards node G, the signal strength 

increases and Backup route become more stable. 

 

Case 2: 

Node C is moving away from node G, as shown in Fig 5. 

 

 

 

 

 
 

 

 

 

 

 

 

As node C is moving away from node G, the signal strength 

of C falls below the threshold T and as a result the Backup 

route fails. Let p(0 ≤ p ≤ 1) is the probability of the route 

failure in case of DSR. In the best-case p=0 and in the worst 

case p=1. Hence on an average case the probability of route 
failure p=0.5 (50%). Similarly in the proposed Proactive 

routing in  Dynamic Source Routing Protocol for Wireless 

Ad-hoc Networks with Backup Route. 

The probability of Primary route failure is p=0.5 (50%) -----

-------- (1) 

The probability of backup route failure is p=0.5 (50%) ------

----- (2) 

Form (1) and (2) we conclude that the probability of both 

the route failure p=0.25 (25%). Therefore, Modified 

Dynamic Source Routing Protocol for Wireless Ad-Hoc 

Networks with Backup Route has a significant effect on the 
performance as it improves the reliability form 50% to 75% 

with minimal control overhead. 

The threshold value plays an important role for control 

packet overhead. 

Case 1: 

If threshold T is large: 

It may send false warning to source node to use       backup 

route. 
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Case 2: 

If threshold T is small: 

Source node may not get sufficient time to discover new 

route, if backup route fails. 

Therefore threshold T value is set moderate, to overcome 

above-mentioned drawbacks. 

A Preemptive region is defined around every node as shown 
in the figure 6 for node A. As soon as node C enters the 

preemptive region, a warning message is sent to the sender 

node A. Then the node A initiates a route discovery process. 

With the establishment of a new route, data transmission is 

continued along this new route. The time required to 

discover a new path can be termed as recovery time Trec. 

Hence the time between the warning and the path break 

Twarn should be atleast or slightly greater than Trec. 

 

 

 
 

 

 

 

 

 

 

 

                      Fig: 6 Preemptive Region 

 

In order to determine the optimal range, it is necessary to 

exchange the location and velocity information of the nodes 
amongst all the nodes depending on the receiver signal 

power. The receiver signal power, 

                                    Pr = P0 / rn 

at a distance r from the transmitter, where P0 is the 

transmitted power and path loss exponent n is typically 

between 2 and 4. The minimum power receivable by the 

device is the power at the maximum transmission range, 

                                   Pd = P0 / d4 

Similarly, the preemptive signal power threshold is the 

signal power at the edge of the preemptive region. In 

addition, for a preemptive region of width of w, the signal 
power threshold is 

                               Psafe = P0 / d4 safe 

Where dsafe is equal to (d- w) and w=relative speed*Twarn 

The preemptive ratio α is defined as α =Psafe / Pd = range/ 

(range- w) 

 

In reality, the received signal power may experience sudden 

fluctuations due to channel fading and multipath effects, 

which will trigger a false warning, causing unnecessary 

route request floods. This may result in lower quality routes 

being initiated and also increasing the routing overheads. In 
cellular networks, an exponential average of the signal 

power is used to verify that the signal power drop was not 

due to fading. However, if the traffic is bursty or infrequent, 

the preemptive region may be fully crossed by the time 

enough packets are received to drop the average below the 

threshold. Therefore quicker power estimates can be 

achieved by sending a warning whenever the instantaneous 

power drops below the threshold and checking the warning 

packet received power when it is received by the source. If 

the warning packet power is also below the threshold, there 

is a good probability that the warning is real. 

B. Generating the Warning Message based on ‘Age of 

the Path’ 

 

With transmissions being done along the same path, relay 

nodes will experience a continuous drain of their battery 

power for the same source destination pair, which may 

result in path failure. Therefore alternate route discoveries 

are required before the onset of failure. 
Nodes keep a record of their most recent encounter times 

with all other nodes. With a path discovery being made, the 

source node sets a timer. The preemptive warning is 

generated based on two parameters- Age of the path defined 

as the time difference Tage between the transmissions of 

two consecutive route discovery packets from the source to 

the same destination and threshold value Γ is defined for the 

age of the path. As long as Tage is lesser than Γ, data 

transmission can be continued on the same path. When the 

timer value exceeds the threshold Γ, a warning message is 

generated leading to a new path discovery. However, this 

new path may or may not be the shortest path to the 
destination. The choice of the threshold depends on node 

density of the network. If the node density is small with 

lesser number of paths available, Γ must be large. 

 

IV. MULTIPLE ROUTES 

 

Use of multiple routes simultaneously, instead of a single 

route at a time, would help to improve the ongoing 

communication between the two ends. The source node will 

use each of these routes alternatively to send packets to the 

destination node. Use of multiple routes reduces the 
dependency on a single route, which results in more stable 

communication. This is because, if a single route fails, we 

need to again initiate the Route Discovery process. 

However, if multiple routes are used, when one route fails, 

another route can be used. Only when all the routes fail, the 

Route Discovery is to be done to search a new route. We 

note that the use of multiple routes is different from the 

backup route theory of DSR. In the backup route approach, 

the source node uses the primary route for communication 

and keeps a backup (secondary) route in its route cache. 

Whenever the primary route fails, the backup route is 

used.[6] The problem with this approach is that, while the 
source is still using the primary route, the backup route 

might fail and the source would remain unaware of that. If 

after some time the primary route fails and the source node 

switches to the backup route, it discovers that the backup 

route has been already broken. But if multiple routes are 

used in parallel, the source node will be informed of the 

route failure immediately whenever it occurs. Thus, the 

source node will never attempt to use a stale route. 
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V. SIMULATION STUDY 

 

The discrete event network simulator NS-2 has been used 

for analysis and comparison of the adhoc routing protocols. 

The mobile node movement is restricted to a square cell of 

600 X 600m containing 70 nodes. Random waypoint model 

was used here. Figure 9 shows the plot of Pk (k =no. of 

parallel routes) with respect to time. The different 

parameters of the plot are listed in Table. 

 

No. of parallel routes (k) 1-5 

No. of intermediate nodes 

(n) 

5 

Motion time 10s 

Pause time 2s after every 10s 

Total time 200s 

 

Figure 9 shows that when multiple parallel routes are used, 

the communication between the source node and the 

destination node reduces exponentially. That is, greater the 

number of parallel routes, the more stable the 
communication becomes. This is because when multiple 

routes are used, dependency on a single route is reduced. 

Therefore, even if a single route fails, we have other routes 

in hand to use for transmitting packets. If a very long time is 

considered, the fluctuation in the probability values stops 

and reaches a saturation level. 

 

 

 

 

 

 
 

 

 

 

 

 

                 Fig: 7 Comparison based on broken paths 

 

 

 

 
 

 

 

 

 

 

 

 

                   Fig: 8 Comparison based on Packets sent 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 Fig: 9 Probability of communication breakage decreases 

when parallel routes are used 
 

VI. CONCLUSION 

 

Reactive ad hoc routing algorithms initiate route discovery 

only after a path breaks, it has significant control overhead 

for detecting the disconnection and re-construction of a new 

route. DSR with PRM mechanism detects early about the 

link that is likely to break soon, and hence it uses a backup 

path before the existing link fails. 

 

The paper explains the preemption of Primary to Backup 

route by the source node S, whenever the signal strength of 
the primary route falls below the threshold value T. The 

modified DSR will improve the communication reliability 

between the source and destination node even if the mobility 

is high. In addition, Proactive routing improves the overhead 

of rediscovering route whenever the primary route fails. 
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Abstract- The wireless networks can be employed to provide 

network connectivity almost anywhere, it provides large 

companies the option to connect the current wired networks to 

the new wireless network without any problems and gives user 

the option to use any kind of applications regardless of its 

source or vendors. However, the WLAN performance is a key 

factor in spreading and usage of such technologies. Also the 

Wireless local area networks (WLAN) are more bandwidth 

limited as compared to the wired networks because they rely 

on an inexpensive, but error prone, physical medium 

(air).Hence it is important to improve their performance.  

In this paper the performance optimization methods have 

been presented using an advanced network simulator, OPNET 

modeler 9.1. The previous research mainly focused on 

improving the performance via network layer [1-3]. Here 

performance optimization has been shown via a series of 

simulation tests with different parameters such as Data rate, 

Fragmentation threshold, RTS/CTS threshold, buffer size and 

the physical characteristics. The different quality of service 

parameters are chosen to be the throughput, media access 

delay, the retransmission attempts, dropped data packets and 

Queue size etc. 

Then finally the results are compiled to improve the 

performance of wireless local area networks.   

Keywords- Wireless LAN, IEEE 802.11, OPNET 
 

I. INTRODUCTION 

 

uture Wireless local area networks(WLAN) enable 

people on the move to communicate with anyone, 

anywhere at anytime with a range of multimedia services 

The exponential growth of  cellular telephones and mobile 

systems coupled with spreading of laptops and palmtops 

indicate a bright future for such networks both as standalone 
as well as network infrastructures[2]. However, the WLAN 

performance is a key factor in spreading and usage of such 

technologies. So this paper deals with the optimization 

techniques based on the advanced network simulator, 

OPNET. The OPNET (Optimized Network Engineering 

Tool) can be best described as a set of decision support 

tools, providing a comprehensive development environment 

for the specification, simulation and performance analysis of 

communication networks, computer systems, and 

applications and distributed systems.  
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Discrete event simulations are used as the means of 

analyzing the system performance and behavior. This 

sophisticated package comes with a range of tools, which 
allows us to specify models in detail, identify the elements 

of the model of interests, execute the simulation, and 

analyze the generated output data. The OPNET simulator 

has many features such as object orientation and hierarchical 

modeling.  

 

II. OPNET IMPLEMENTATION AND  SIMULATION 

 

The OPNET implementation (Fig-1) consists of six nodes 

with one Access Point (AP), forming a wireless 

infrastructure network. Simulation environment was set as 

per the Table 1(a) and Table 1(b). All the simulations in this 

chapter are done for 600 simulation-second(s). The packet 

size distribution is exponential with a mean of 92 bytes. The 

inter arrival time is exp (0.02) for all the nodes unless 

otherwise specified. Since the packet size is exponentially 
distributed with mean of 92 bytes, RTS/CTS exchange is 

required for most of the packets. All the wireless station 

nodes and the access point use Frequency Hopping Spread 

Spectrum at the physical layer. All the nodes employ the 

PCF basic CSMA/CA access mechanism. The nodes 

transmit at a maximum data rate of 11 Mbps. Packets 

received at a node with power less than 7.33 E-14 Watts will 

find receiver to be busy. In this implementation all the nodes 

are static receiving and forwarding the packets through the 

access point. In the OPNET implementation, the effects of 

following parameters are analyzed based on throughput 
(bits/sec), the media access delay and the retransmission 

attempts, load, queue size etc. 

i. Data rate  

ii. Fragmentation threshold 

iii. RTS/CTS exchange 

iv. Physical characteristics 

v. Buffer size 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

F 

Table 1(a) Parameter Setting of WLAN 

Network 

WLAN environment  Office 

Workspace area 100m x 100m  

Node model  Wireless_LAN  
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Fig-1: OPNET Implementation 
 

A. Data Rate 

 

The WLAN model in OPNET modeler supports data 

transfer at 1, 2, 5.5, and 11 Mbps. These data rates are 

modeled as the speed of transmitter and receiver connected 

to the WLAN.A station can only transmit data packets at the 

data rate specified by the attribute. However, it can receive 

data at any data rate.  

Two scenarios are created one is with data rate of 1Mbps 

and another scenario is created with data rate of 11Mbps, 

rest of the parameters is same in both the scenarios. The data 
rate is the parameter signifies the speed of the nodes 

connected in the network.  

 

TABLE 2: SIMULATION PARAMETERS 

 

Attribute          Scenario-1                Scenerio-2 

  

Rts Threshold      None     None  

  

Fragmentation     None                        None 

Data Rate           1 Mbps                   11 Mbps 

Physical                FH                            FH    

Characteristics           

Buffer Size (bits)   256000                256000 

Simulation Results: The first set of simulation scenarios 

show the effect of data rate (Fig-2) on the performance of 

WLAN. From the simulation of above two scenarios, it has 

been observed that as we increase the data rate from 1Mbps 

to 11Mbps, the throughput increases by about 27-30%. This 

is also predictable from the theoretical viewpoint that as we 

increase the data rate, the number of bits received increases. 

Also the average media access delay reduces from scenario1 

to scenario 2. Initially it was near to the value of media 

access delay of scenario1 and after that it increases linearly 
and then it will end up at the difference of about 90-95% to 

scenario1 at the end of simulation period of 600 simulation 

seconds. This is very encouraging result and it is 

understandable because the data will stay for less time in 

media (buffer) for higher data rate scenarios. The 

retransmission attempts also decreases by about 69% from 

scenario 1 to scenario 2 that is as we increase the data rate 

the packets are delivered accurately and there is less 

requirement of retransmissions.  

 

Fig-2: The effect of data rate on  
                  (a) Throughput (b) Media access delay  

                   (c) Retransmission attempts  

                        Fig-2(a)                           Fig-2(b)    

 

                                                                

 

 

 

 

 

 

 
 

 

                                                                

 

 

 

Fig-2(c) 

 

B. Fragmentation Threshold 

 

Fragmentation threshold specifies the value to decide if the 
MSDU received from the higher layers needs fragmentation 

before transmission. The number of fragments to be 

transmitted is calculated based on the size of the MSDU and 

the fragmentation threshold. In OPNET the default value is 

none which means that no fragmentation will take place 

regardless of the MSDU size. The destination station 

received these fragments and stores them in the reassembly 

buffer until all fragments are received. This fragmentation 

and reassembly is implemented using the built-in SAR 

(segmentation and reassembly) package in OPNET. 

The two scenarios are created, one with no fragmentation of 
incoming packets and one with fragmentation of 1024 bytes 

packets. The fragmentation threshold decides whether the 

packets received from higher layers need fragmentation 

before transmission. The default value is none that means 

there is no need of fragmentation before transmission .If 

there is fragmentation of packets before transmission, this 

Table 1(b) Parameter Setting of WLAN Network 

Number of nodes  7 (node_0 to node_6) 

Access Point  1 (AP) 
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will definitely increase the load on both the transmitter and 

the receiver.  

 

TABLE 5: SIMULATION PARAMETERS 

 

Attribute          Scenario-7                Scenerio-8 

  

Rts Threshold      None     None  

Fragmentation     None                         None 

Data Rate           11 Mbps                     11 Mbps 

Physical                FH                               FH    

Characteristics           

Buffer Size (bits)   6400                       256000 

 

Simulation Results: If the buffer size is increased, (Fig-6) 

then the number of Retransmission attempts would be 

reduced, at the starting time of simulation period it is about 

33-35% lesser than scenario7, but till the end of simulation 

the retransmission attempts become approximately equal to 

the retransmission attempts of scenario8. Also the size of the 

queue will be decreased for larger buffer due to the fact that 

the larger buffer will take less time to send the packets, so 
the queue size will not build up continuously for larger 

buffer. This reduction difference is about 1-1.5% throughout 

the simulation duration of 600 simulation seconds. 

    

 

  

 

 

 

 

 
 

     Fig-6(a)                                         Fig-6(b) 

Fig-6: Effect of the Buffer Size on (a) Retransmission 

attempts (b) Queue Size      

 

 

C. Physical Characteristics 

 

Local radio networks use radio or infrared waves in order to 

transmit data. The technology used for sending radio 

transmissions is called narrowband transmission, which runs 

different communication signals through different channels. 
However, radio transmissions are often subject to numerous 

limitations, which makes this type of transmission difficult. 

Here the effect of WLAN Physical layer (PHY) 

characteristics will be analyzed. The OPNET supports three   

pre-defined physical Layer characteristics that is ―Direct-

sequence,‖ Frequency-hopping‖ and‖ Infrared‖. 

These physical characteristics will have appreciable effect 

on the throughput, media access delay but it will have a 

significant effect on the number of retransmission attempts 

 
     TABLE 6: SIMULATION PARAMETERS 

   

 

 

 

 

 

 

 

 

 
 

 

 

Simulation Results: Using the above simulation parameters, 

the simulation results (Fig-7) show that the infrared coding 

proves to be the best technique, while the frequency hopping 

method proves to be the worst among the three and the 

direct sequence coding proves to be lying between the 

infrared and frequency hopping techniques for the three 

parameters that are the throughput, number of 

retransmission attempts and the Delay. The difference in the 

DS and FH coding is very less for throughput and for the 
delay the difference in these coding techniques is not very 

high which is about 15-17%, but for retransmission attempts 

the DS is performing much better than the FH coding by 

about 40-43%. Moreover, for all the three parameters the 

infrared coding is the best among three available options. 

For throughput, the performance of infrared is better by 

about 30-33% as compare to the DS and FH coding, also at 

the end of simulation there is a transition in the throughput 

of infrared coding by about 70-75%. For retransmission 

attempts, the performance of infrared coding is performing 

well by about 60-62% as compare to DS coding while this 
reduction is about 78-80% for the FH coding. For the overall 

delay in WLAN, the infrared performs better than DS and 

FH by about 85-90% for entire simulation duration of 600 

simulation seconds. However, at the end there is a transition 

in the delay of infrared coding.   

               

 

 

 

 

 

 
               

 

                  Fig-7(a)                                  Fig-7(b)   
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                                         Fig-7(c)   

Fig-7: Effect of Physical characteristics on (a) Throughput 

(b) Retransmission attempts (c) WLAN Delay 

 

III. CONCLUSION 

 

The overall performance of the IEEE 802.11 Wireless Local 

area networks has been analyzed in detail with the help of 

OPNET Modeler. The performance has been analyzed with 

the help of the parameters like throughput, media access 

delay, the number of retransmission attempts, dropped data 
packets etc. for data rate, fragmentation threshold, RTS/CTS 

threshold, physical characteristics and the buffer size. These 

different parameters reveal the different methods to optimize 

the performance of wireless local area networks such as by 

increasing the data rate the performance can be optimized in 

terms of throughput, media access delay and the number of 

Retransmission attempts or by incorporating the RTS/CTS 

exchanges the number of retransmission attempts can be 

reduced or by increasing the buffer size the number of 

dropped data packets can be reduced and the infrared coding 

at the physical layer proves to be the best if performance 

criteria is defined in terms of throughput, the media access 
delay and the number of retransmission attempts while the 

frequency hopping  is not preferred coding method at the 

physical layer for the above performance parameters.  
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Sequential & Parallel Algorithms for Big-Integer 

Numbers Subtraction 
 

Youssef Bassil, Aziz Barbar 
 

Abstract- Many emerging computer applications require the 

processing of large numbers, larger than what a CPU can 

handle. In fact, the top of the line PCs can only manipulate 

numbers not longer than 32 bits or 64 bits. This is due to the 

size of the registers and the data-path inside the CPU. As a 

result, performing arithmetic operations such as subtraction on 

big-integer numbers is to some extend limited. Different 

algorithms were designed in an attempt to solve this problem; 

they all operate on big-integer numbers by first converting 

them into a binary representation then performing bitwise 

operations on single bits. Such algorithms are of complexity 

O(n) where n is the total number of bits in each operand. 

 This paper proposes two new algorithms for performing 

arithmetic subtraction on big-integer numbers. The two 

algorithms are different in that one is sequential while the 

other is parallel. The similarity between them is that both 

follow the same concept of dividing the big-integer inputs into 

several blocks or tokens of 60 bits (18 digits) each; thus 

reducing the input size n in O(n) by a factor of 60. Subtraction 

of corresponding tokens, one from each operand, is performed 

as humans perform subtraction, using a pencil and a paper in 

the decimal system.  

Both algorithms are to be implemented using MS C#.NET 

2005 and tested over a multiple processor system. Further 

studies can be done on other arithmetic operations such as 

addition and multiplication. 

Keywords- Computer algorithm, Large numbers subtraction, 
Sequential algorithm, Parallel algorithm. 

 

I INTRODUCTION 

 

ontemporary PCs usually handle and operate on 

numbers not longer than 32 bits and 64 bits (Maxfield 

& Brown, 2004). The reason behind this is that PCs' CPUs 

can only accommodate and manipulate numbers of that 
length (Hennessy & Patterson, 2006). The real problem 

arises when certain applications require performing 

computer arithmetic such as addition, subtraction, 

multiplication, and division on numbers larger than 64 bits, 

at high speed. For instance, in cryptography cipher keys can 

be as large as 512-bits and 1024-bits. In banking systems, 

customer's balances can be sometimes larger than 64-bits 

taking into consideration the difference between currencies.  
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In some scientific and mathematical applications, 

performing precise and accurate real-time computations 

demand the use of numbers larger than 64 bits. 

Various solutions were proposed to solve this problem; the 
majority of them carry out arithmetic operations on the bit 

level using bitwise operations (Knuth, 1997), (Koren, 2001). 

Furthermore, none of them is designed to exploit 

multiprocessor systems and shared memory architecture. 

The complexity of such algorithms is usually O(n) where the 

basic operation is executed n times, that is eventually equal 

to the number of bits in the big-integer input. 

In this paper, we are proposing a sequential and a parallel 

algorithm for handling arithmetic subtraction on big-integer 

numbers. Both algorithms carry out subtraction on 60 bits 

unit tokens, and not on individual bits as other existing 

approaches. Accordingly, the algorithm is of best-case 
complexity O(n) with n reduced by a factor of 60; hence, the 

computation is 60 times faster. In general, both algorithms 

emulate the elementary pen and paper method used to 

perform subtraction in the decimal system in that they start 

by dividing the big-integer operands into tokens or blocks of  

60 bits each. Then each two corresponding tokens are 

subtracted from each other while the borrows are handled 

properly. In the sequential algorithm, this whole process is 

executed on a single processor system; while in the parallel 

algorithm, each two corresponding tokens are assigned to a 

particular processor in a multi-processor system to be 
subtracted from each other. Experiments showed a 

momentous improvement over other existing techniques and 

approaches. 

 

II EXISTING SOLUTIONS 

 

Many programming libraries were developed to solve the 

problem of performing arithmetic calculations over big-

integer numbers. Some of them are proprietary third party 

dynamic link libraries (DLL), either available for free or 

sold at a given cost; while others are shipped as a part of the 

programming language application programming interface 
(API). For instance, the MS .NET Framework 4.0 provides 

the BigInteger class in the namespace System.Numerics 

(MSDN, 2009). The Java programming language provides 

another BigInteger class in the java.math package (Java 

Documentation, 2008). Both carry out arithmetic operations 

on big-integer numbers using bitwise operations (Java 

BigInteger Source-code, 2006). They first convert the base-

10 big-integer input to a base-2 binary representation, then 

they employ the bitwise operators OR and XOR to perform 

binary subtraction over string of bits.  

The algorithm behind these libraries is of complexity O(n) 
where n is the total number of bits constituting each 

operand. In terms of time efficiency, the number of times 

the basic operation is executed, is equal to the number of 

bits in the big-integer operands. Moreover, most of these 

C 
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libraries are not designed to work in a parallel fashion; they 

are only optimized to operate over single-processor systems. 

 

III THE PROPOSED SEQUENTIAL  

       ALGORITHM 

 

 The sequential algorithm proposed in this paper is based on 

the same principle humans use to perform subtraction, using 

a pencil and a paper in the decimal system. Generally 

speaking, inputs of big-integer numbers are chopped to 

several smaller tokens each made out of 60 bits (18 digits). 
Afterwards, each two corresponding tokens are treated as 

single units and aligned on top of each others. Then they are 

subtracted from each others while handling correctly the 

borrows. It is worth noting that no conversion to base-2 is to 

occur, the computation is totally done in the base-10 

decimal system  

Below is a list of steps executed by the sequential algorithm 

to subtract two big-integer numbers: 

i. Two big-integer operands of type string a and b, 

such as a is greater or equal to b, are fed to the 

algorithm. SubtractBigInteger(a , b) 
ii. Both string operands a and b are then parsed and 

divided from right to left into smaller chunks or 

tokens ti(p) where i is the token index and p is the 

operand to which ti belongs. Consequently, 

operand a = tn-1(a)… t0(a) and operand b = tm-1
(b)… 

t0(b), where n and m are the total number of tokens 

constituting each of the operands. The length of 

each single produced token ti is less than or equal 

to 18. (In the C# programming language, the 

largest integer data type is long (signed by default) 

which can store up to 19 digits or 263=  
9223372036854775808. Since in mathematical 

subtraction there exist the concept of a borrow, it is 

crucial to reserve 1 digit for a possible borrow, 

resulting in 19-1=18 digits represented by 60 bits). 

The resulting tokens will be stored as strings in two 

arrays, each for a particular operand. 

iii. The tokens contained in the two arrays are to be 

converted from string to long data type. In other 

words, each single token, now representing an 

array element with a maximum length of 18 digits, 

is to be converted to an integer value of type long. 

The conversion is required because arithmetic 
subtraction cannot be performed over string types 

iv. Both arrays, now containing long type tokens, are 

aligned on top of each other. Starting from the 

rightmost token, each two corresponding tokens are 

subtracted from each other as in performing 

subtraction using a pencil and a paper: ti(c) = ti(a) - 

ti(b). If ti(a) < ti(b), then a borrow of 1 must be 

subtracted from ti+1(a). ti+1 is the next token on the 

left of the two tokens being currently subtracted. 

Consequently, ti+1(a) would be equal to ti+1(a)-1 and 

a 1 representing the borrow is appended as the 19th 
digit to ti(a). It is important to mention that in case 

ti+1(a) is equal to 0, a borrow is taken from ti+2(a) 

then propagated to ti+1(a) and then to ti(a). Under 

special cases, a borrow can be propagated from tn-

1(a) to ti(a). Since operand a is always greater or 

equal to operand b, tn-1(a) must be able to provide 

a borrow in a way or another. Now ti(a) >= ti(b) and 

ti(a) - ti(b) is feasible to be calculated. 
v. Finally, all the produced ti(c) are to be 

concatenated together to attain result = tr-1(c)… 

t0(c). It is important to note that this algorithm can 

handle operands of different sizes, in a sense that 

excessive tokens, which should logically belong to 

the largest operand are just appended to the final 

result. Figure 1 summaries the different steps 

performed by the sequential algorithm in order to 

subtract two operands a and b. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Fig.1. Subtracting two operands using the proposed 

sequential algorithm. 

 

A. Implementation 

 

Below is the code of the sequential algorithm implemented 

using MS C#.NET 2005 under the .NET Framework 2.0 and 
MS Visual Studio 2005.  

 

 

        private string SubtractBigInteger(string a, string b) 

        { 

            long[] tokens_A = ParseOperand(a); 

            long[] tokens_B = ParseOperand(b);  

 

            int length = tokens_A.Length ; 

 

            long[] result = new long[length];  

 
            int i, j; 

            for (i = length - 1, j = length - 1; j != -1; i--, j--) 

            { 

                // we must borrow a 1 from the token on the left 

                while (tokens_A[i] < tokens_B[j])  

                { 
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                     int k = i - 1; 

 

                     while (true) 

                      { 

                        if (tokens_A[k] != 0) 

                        { 

                          tokens_A[k]--; 
                        // Adding the 19th digit to the left of the 

token 

                              // that needs borrow 

tokens_A[k + 1] = tokens_A[k + 1] + (1 *                                             

1000000000000000000); 

                            break; 

                        } 

                        else k--; 

 

                    } 

                } 
 

                    // Performing the subtraction 

                      result[i] = tokens_A[i] - tokens_B[j];   

                 } 

 

                return ConvertToString(result); 

             } 

                                                                   

private long[] ParseOperand(string operand) 

    { 

         ArrayList list = new ArrayList(); 

 
        for (int i = 0; operand.Length > 18; i++) 

            {          

                list.Add(operand.Substring(operand.Length - 18));                  

 

          operand = operand.Substring(0, operand.Length -18)) 

} 

           list.Add(operand);  

            list.Reverse(); 

 

            long[] tokens = new long[list.Count]; 

 
            for (int j = 0; j < tokens.Length; j++) 

            { 

                tokens[j] = Convert.ToInt64(list[j]); 

            } 

            return tokens;  

        } 

 

B. Experiments and Results 

 

We will be comparing in our testing the execution time of 

the proposed sequential algorithm with the 

System.Numercis.BigInteger class included in MS .NET 
Framework 4.0, and the java.math.BigInteger class included 

in Java SE 1.6.  

Below are two code segments that illustrate how to use the 

methods of the built-in classes System.Numercis.BigInteger  

 

and java.math.BigInteger in order to subtract two big-integer 

numbers using the C#.NET and the Java language. 

 

using System.Numerics; 

public class BigIntegerTest_Csharp 

  { 

       public static void Main(string args[]) 
{ 

        String operandA =  

       "12345678909876543211234567890987654321" ; 

        String operandA =  

      "12345678909876543211234567890987654321" ; 

        BigInteger a = BigInteger.Parse(operandA) ; 

        BigInteger b = BigInteger.Parse(operandB) ; 

 

        BigInteger results = BigInteger.Subtract(a, b); 

       Console.WriteLine(results.ToString()); 

     } 
} 

 

   import java.math.BigInteger; 

    public class BigIntegerTest_Java 

   { 

       public static void main(String args[]) 

      { 

 

             String operandA =  

             "12345678909876543211234567890987654321" ; 

             String operandA =  

             "12345678909876543211234567890987654321" ; 
            BigInteger a = new BigInteger(operandA) ; 

            BigInteger b = new BigInteger(operandB) ; 

 

           System.out.print("" + a.subtract(b)) ;  

     } 

  } 

As a testing platform, we are using a desktop IBM-

compatible PC with Intel Core single core processor with 

1.66 MHz clock speed, 256KB of cache, and 512MB of 

RAM. The operating system used is MS Windows XP 

Professional SP2.  
It is worth noting that the execution time obtained for all 

different algorithms is an average time obtained after five 

consecutive runs of the same test. 

 

 

 

 

 

 

 

 

 
 

 
Table 1: Test cases. 
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Table 2: Results obtained for the .NET class. 

 

 

 

 

 

 

 
Table 3: Results obtained for the Java class. 

 

 

 

 

 
 
 

Table 4: Results obtained for our sequential algorithm. 

 

From the obtained results, delineated in tables 1-4, it became 

clear that our sequential algorithm outsmarted all other 

algorithms in all different test cases. When big-integer 

numbers were in length respectively 20,000 and 100,000 

digits, our algorithm beat the .NET and Java classes with 

few little seconds. However, when numbers became as large 
as 500,000 digits, our algorithm surpassed the Java class by 

around 100 seconds (1.6 minutes) and the .NET class by 

around 450 seconds (7.5 minutes). Furthermore, our 

proposed algorithm increased the pace between its rivals 

when the length of operands reached the 1,000,000 digits. It 

surpassed the Java class by around 283 seconds (4.7 

minutes), and the .NET class by around 2169 seconds (36.1 

minutes). 

 

C. Algorithm Analysis 

 
The sequential algorithm showed a real speed improvement 

over other existing approaches. It outperformed the .NET 

and Java built-in classes by several seconds and this gap 

exponentially increased as the length of the big-integer 

operands became larger. This speed improvement is due to 

the reduction of the input size n in O(n). The .NET, Java, 

and our proposed algorithm are all of best-case complexity 

O(n). However, the n in the .NET and Java algorithms 

represents the total number of bits in each operand; while in 

our proposed algorithm, n represents the total number of 

tokens in each operand. For instance, the decimal number 

999999999999999999 (18 digits) is represented in base-2 as 
110111100000101101101011001110100111011000111111

111111111111 (60 bits). This makes n=60 and thus the 

basic operation is executed 60 times. On the other hand, in 

our proposed algorithm, this whole 999999999999999999 is 

treated as a single unit token. This makes n=1 and thus the 

basic operation is executed only 1 time. As a result, the time 

efficiency of our algorithm is supposedly to be 60 times 

faster than the other algorithms. However, this is not the 

case, since handling the borrows requires various extra 

operations to be executed; a fact that imposes further 

processing overhead, and increases the computation time. 

Accordingly, the best-case is when no borrows are needed 
throughout the execution of the whole algorithm, then the 

basic operation is executed n times where n is the total 

number of tokens and this makes CBest(n)=n belonging to 

O(n). 

IV THE PROPOSED PARALLEL 

         ALGORITHM 

 

The parallel algorithm proposed in this paper is a 

multithreaded parallel algorithm designed to be executed 

over multi-processor shared memory architecture. It is based 

on the principle of performing arithmetic subtraction as 

humans perform subtraction, using a pencil and a paper in 

the decimal system. Ordinarily, the algorithm starts by 

breaking down big-integer numbers into blocks or tokens of 

60 bits each. Then subtraction starts in a sequence of 

multiple iterations. On the first iteration, each two 
corresponding tokens are assigned to a particular thread, 

which subtracts them from each others using a particular 

microprocessor. When a borrow is needed, the algorithm 

assumes that the borrow is there. For instance, if token 99 is 

to be subtracted from token 88, the algorithm will directly 

subtract 99 from 188 as if a borrow had occurred. Then, a 

value of 1 representing the borrow is stored in a shared 

array. On the second iteration, that borrow will be subtracted 

accordingly from the token on the left of the previous result. 

Iterations continue until no more borrows are generated 

from a previous iteration. 
Below is a list of steps executed by the parallel algorithm to 

subtract two big-integer numbers: 

 

i. Two very large string numbers operand a and 

operand b, such as a is greater or equal to b, are fed 

to the algorithm. SubtractBigInteger_Parallel(a , b) 

ii. Both string operands a and b are then parsed and 

divided from right to left into smaller chunks or 

tokens ti(p) where i is the token index and p is the 

operand to which ti belongs. Consequently, 

operand a = tn-1(a)… t0(a) and operand b = tm-1(b)… 

t0(b) where n and m are the total number of tokens 
constituting each of the operands. The length of 

each single produced token ti is less than or equal 

to 18. (In the C# programming language, the 

largest integer data type is long (signed by default) 

which can store up to 19 digits or 263=  

9223372036854775808. Since in mathematical 

subtraction there exist the concept of a borrow, it is 

crucial to reserve 1 digit for a possible borrow, 

resulting in 19-1=18 digits represented by 60 bits). 

The resulting tokens will be stored as string in two 

arrays, each for a particular operand. 
iii. The tokens contained in the two arrays are to be 

converted from string to long data type. In other 
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words, each single token, now representing an 

array element with a maximum length of 18 digits, 

is to be converted to an integer value of type long. 

The conversion is required because arithmetic 

subtraction cannot be performed on string types 

iv. Each processor pi in a multiprocessor system is 

assigned two tokens, one from each operand. 
Therefore the processor pi is assigned tokens ti(a) 

and ti(b) with the purpose of calculating ti(c) = ti(a) 

- ti(b). For instance, p0 will calculate t0(c), p1 will 

calculate t1(c), p2 will calculate t2(c) and so on. 

We are to assume that the number of processor is 

equal to the number of tokens; otherwise, tokens 

are distributed equally among processors. For 

instance, if the number of processors is half the 

number of tokens, each processor will be assigned 

4 tokens (2 from each operand) to be calculated as 

in sequential approach. ti(c) = ti(a) - ti(b) and then 
ti+1(c) = ti+1(a) - ti+1(b) 

v. A borrow is handled using multiple processing 

iterations and a shared array called borrows[0...n-1] 

used to store all the produced borrows. For that 

reason, we have added a new variable called T as in 

ti(c,T) to represent the iteration into which ti(c) is 

being calculated. T=1 is the first iteration and T=n 

is the nth iteration. In this approach, in case a 

borrow was needed, the algorithm assumes that the 

borrow is there. For instance, if token 99 is to be 

subtracted from token 88, the algorithm will 

directly subtract 99 from 188 as if a borrow had 
occurred, and borrows[i+1] is set to 1. It is i+1 so 

that on the next iteration T=2, borrows[i+1] will be 

correctly subtracted from the previously calculated 

ti+1(c,1). Likewise, if another borrow is needed for 

ti(c,2), borrows[i+1] is set to 1 overwriting any 

previous value. Consequently, on the next iteration 

(T=3) borrows[i+1] will be correctly subtracted 

from ti+1(c,2). This will keep on looping until no 

more borrows are generated (borrows[0...n-1] 

contains no 1's). As an example, if on the first 

iteration (T=1), a borrow was needed for t4(a,1), 
then a borrow is assumed to have occurred, t4(c,1) 

is calculated and borrows[5] is set to 1, p5 

(processor 5) starts a second iteration (T=2) in an 

attempt to calculate t5(c,2) = t5(c,1) - borrows[5]. 

In the meantime, all other pi where borrows[i]=0 

will refrain from executing. If after T=2 no more 

borrows are needed, the loop process stops. 

vi. Finally, all the ti(c) produced after many iterations 

are to be concatenated together: result = tn-1(c)… 

t0(c). Figure 2 summaries the different steps 

performed by the parallel algorithm in order to 

subtract two operands a and b. 
 

 

 

 

 

 

 
Fig. 2. Subtracting two operands using the proposed parallel 

algorithm. 

 

A. Implementation 

 

Below is the code of the proposed parallel algorithm 

implemented in MS C#.NET 2005 under the .NET 

Framework 2.0 and MS Visual Studio 2005. It uses classes 

and methods from System.Threading namespace to create, 

destroy and execute threads. All threads can read and write 

to a shared memory space where tokens, carries, flags and 

other variables are stored and shared. 

        long[] tokens_A ; 

        long[] tokens_B ; 

 
        long[] result; 

        int[] borrows; 

 

        int numberOfProcessors; 

 

        int sharedIndex; 
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        int terminatedThreads=0; 

        int T=1; 

         Thread[] threads; 

 

        public void SubtractBigInteger_Parallel(string a,  

                         stringb) 
        { 

            tokens_A = ParseOperand(a, 18);  

            tokens_B = ParseOperand(b, 18); 

             

           result = new long[tokens_A.Length]; 
 

            // By default borrows is populated with 0s 

            borrows = new int[tokens_A.Length];  

 

            numberOfProcessors = GetNumOfProcessors(); 

 

            threads = new Thread[numberOfProcessors]; 

 

            CreateThreads(); 

        } 

 
        private void CreateThreads() 

        { 

            sharedIndex = numberOfProcessors; 

 

            for (int i = 0; i < numberOfProcessors; i++) 

            { 

                threads[i] = new Thread(new 

                 ThreadStart(Process)); 

                threads[i].Start(); 

            } 

        } 
 

        private void Process() 

        { 

            int index = sharedIndex--; 

 

            if(T==1) // First iteration 

           { 

                    if(tokens_A[index] < tokens_B[index]) 

                   { 

                       // Add a borrow 

                       tokens_A[index] + (1 

* 1000000000000000000); 
 

                        borrows[index-1] = 1 ; 

            } 

 

            else borrows[index-1] = 0 ; 

 

           result[index] = tokens_A[index] - tokens_B[index]; 
     } 
      else 
   { 
            if(result[index] == 0) // result[index] < borrows[index]  
            { 

                 // Add a borrow 

                 result[index] + (1 * 1000000000000000000);  

                 borrows[index-1] = 1 ; 

            } 

           else borrows[index-1] = 0 ; 

 

           result[index] = result[index] - borrows[index]; 

     } 

 

            terminatedThreads++; 

 

            IsProcessingDone();      

        } 
 

        private void IsProcessingDone() 

        { 

            if (terminatedThreads == numberOfProcessors) 

            { 

                if (AreMoreBorrows()) 

                { 

                    T++ ;  

 

                    // Creates new set of threads in the next iteration 

                    CreateThreads();  
                } 

                else DisplayResults(); 

            } 

        } 

 

        private bool AreMoreBorrows() 

        { 

            for (int i = 0; i < borrows.Length; i++) 

            { 

                if (borrows[i] = = 1) 

                    return true; 

            } 
 

            return false; 

        } 

 

        private string DisplayResults() 

        { 

            return ConvertToString(result); 

        } 

 

       private long[] ParseOperand(string operand) 

       {                     
            ArrayList list = new ArrayList(); 

 

            for (int i = 0; operand.Length > 18; i++)                 

            {          

                list.Add(operand.Substring(operand.Length - 18));                  

 

operand = operand.Substring(0, operand.Length-      18); 

} 

            list.Add(operand);  
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            list.Reverse(); 

 

            long[] tokens = new long[list.Count]; 

 

            for (int j = 0; j < tokens.Length; j++) 

            { 

                tokens[j] = Convert.ToInt64(list[j]); 
            } 

 

            return tokens;  

        } 

 

B. Experiments and Results 

 

In this section, a comparison of the execution time between 

the sequential and the parallel algorithm, both proposed in 

this paper, is undertaken using a desktop IBM-compatible 

PC with 4 processors of type Intel Core single core with 1.8 
MHz clock speed, 512KB of cache, and 2GB of RAM. The 

operating system used is MS Windows Server 2003 SP1.  

It is important to note here that the execution time obtained 

for all different algorithms is an average time obtained after 

five consecutive runs of the same test. 

 

 

 

 

 

 

 
 

 

 

Table 5: Test cases. 

 

 

 

 

 

 

 
Table 6: Results obtained for our sequential algorithm. 

 

 

 

 

 

 

 

  Table 7: Results obtained for our parallel algorithm. 

The results delineated in tables 5-7 show that the parallel 

algorithm outperformed the sequential algorithm by an 

average factor of 3.2. At the beginning, when operands were 
in length 20,000 and 100,000 respectively, the difference 

was not that evident. However, when numbers became 

larger, the gap increased and the execution time was 

speeded up by around 320%. 

 

 

 

 

 

C. Algorithm Analysis 

 

The parallel algorithm improved on the sequential algorithm 

and boosted its execution time by around 320%. In terms of 
algorithm complexity, and assuming that every token is 

exactly assigned to a particular processor, the best-case 

efficiency is when no borrows are generated after the first 

iteration; a fact that achieves the best performance, and thus 

CBest(n)=1, that is each processor executes the basic 

operation only one time. The worst-case efficiency is when 

a new borrow is generated after each iteration, this would 

require n-1 iterations in order to propagate and subtract all 

the borrows and thus CWorst(n)=n-1. Consequently, The 

average-case efficiency is CAverage(n)=(n-1)/2 

 
V FUTURE WORK 

 

Future research can improve upon our proposed algorithms 

so much so that other arithmetic operations such as addition, 

multiplication and division are added. Besides, a distributed 

version of the same algorithms is to be designed so that it 

can be executed over a network of regular machines, making 

the implementation less expensive and more scalable. 
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